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Abstract: Permanent magnet synchronous motors (PMSMs) have commonly been used in a
wide spectrum ranging from industry to home appliances because of their advantages over their
conventional counterparts. However, PMSMs are multiple-input multiple-output (MIMO) systems
with nonlinear dynamics, which makes their control relatively difficult. In this study, a novel model
predictive control mechanism, which is referred to as the Runge-Kutta model predictive control
(RKMPC), has been applied for speed control of a commercial permanent magnet synchronous motor.
Furthermore, the RKMPC method has been utilized for the adaptation of the speed of the motor
under load variations via RKMPC-based online parameter estimation. The superiority of RKMPC is
that it can take the constraints on the inputs and outputs of the system into consideration, thereby
handling the speed and current control in a single loop. It has been shown in the study that the
RKMPC mechanism can also estimate the load changes and unknown load disturbances to eliminate
their undesired effects for a desirable control accuracy. The performance of the employed mechanism
has been tested on a 0.4 kW PMSM motor experimentally for different conditions and compared to
the conventional Proportional Integral (PI) method. The tests have shown the efficiency of RKMPC
for PMSMs.

Keywords: digital signal processing (DSP); model predictive control (MPC); permanent magnet
synchronous motor (PMSM); variable speed drives

1. Introduction

PMSMs have been used in many variable speed-driving applications in industry and home
appliances such as robotic actuators, computer disk drives, domestic application, automotive and
renewable energy conversion systems because of their advantages namely small size, less maintenance,
reliability, high efficiency, and high power density.

In the control of electrical motor drivers, vector-based linear cascaded proportional integral
(PI) control approach is widely used since it is quite reliable and easy to implement, where inner
loop is responsible for regulating the currents in the d-q rotating reference framework and the outer
loop provides the reference current for the inner loop to regulate the speed [1]. Moreover, in the
industrial applications, PMSMs are exposed to different disturbances such as parameter uncertainty,
some nonlinearities [2], and external load disturbances [3]. As long as the operating conditions are
not changed, the PI controller can provide satisfactory control performance [2]. However, parameter
changes and load disturbances are very common in PMSMs, which may lead to deterioration in the
control quality in PI control [3]. Therefore, much more sophisticated control mechanisms are required
for PMSMs since they have variable dynamics with various disturbances.
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For that purpose, recently, many nonlinear control methods have been proposed for controlling
PMSMs. One of them is the so-called model based predictive control (MPC) that has been introduced
as the most robust control technique for PMSMs [4]. MPC is an optimization-based control strategy
that tries to minimize the difference between the reference trajectory and the predicted trajectory
of the system [1]. For many years, MPC has been applied for only slow systems since it requires
intensive computations in each sampling period [5] and has not been used for electrical drives [6].
Today, owing to the rapid developments in the digital signal processing (DSP) and field programmable
gate array (FPGA) technologies it is well possible to implement real-time MPC for fast systems like
power electronic converters and variable speed drivers [4].

There are many MPC methods for PMSMs in the literature. In [7], a speed control strategy is
proposed as an alternative to the standard vector control, where MPC is applied by using a linear
model of a PMSM. Similarly, in [1], a linearized state space model of a PMSM is used in the MPC loop
for speed control by taking the constraints into consideration. In another application [5], MPC is used
in loop to speed and current control of PMSM, where a state space model with all state variables is
used and current and voltage constraints are taken into consideration. A robust nonlinear predictive
controller with a disturbance observer has been used for PMSM control [4]. In their other application,
a robust cascaded nonlinear predictive controller with anti-windup compensator [8] has been proposed
for speed control. In [9], a model predictive direct torque control technique with load angle limitation
for surface-mounted PMSM (SMPMSM) has been proposed. A cascaded adaptive explicit model
predictive controller has been proposed for torque control without sensors to provide high dynamic
performance for PMSM drivers [10]. In [11], an improved predictive current control technique has been
applied for interior PMSM (IPMSM) driver systems by using current difference detection technique.
Another sensorless control application for PMSM driver systems has been demonstrated in [12], where
sensorless direct current control is achieved by a MPC with a novel second-order PLL observer. In [13]
a self-tuning based MPC has been applied to a higher-order nonlinear proportional servo motor.

In [14], a stable and robustness enhanced finite control set model predictive control (FCS-MPC) for
2-level voltage source inverter (VSI)-fed SPMSM drives was designed and compared to conventional
FCS-MPC. In [15], a new speed finite control set MPC algorithm has been implemented which is be
applied to a PMSM driven by a matrix converter (MC). In this method, motor currents and speed are
realized in a single control loop. In [16] direct speed control based on finite control set-model predictive
speed control (FCS-MPSC) with voltage smoothing is presented to reduce current fluctuations. With
this control method, sudden changes in the output voltage caused by large current ripple are avoided.
Finally, variable switching frequency in FCS-MPC method causes negative effect in the design of
output filters and converter efficiency. Therefore, they have presented a new MPC method with fixed
switching frequency, which is simple to implement and only needs small computation time [17].

In this study, on the other hand, a novel control mechanism, RKMPC has been used for speed
control of PMSM, where the current constraint i2d + i2q < I2

max and the voltage constraint u2
d + u2

q < U2
max

of PMSM are combined and both current and voltage control of the system are controlled in a single
loop. Also, id current is kept at zero for no attenuation in the field. Furthermore, the RKMPC method
has been utilized for the adaptation of the speed of the motor under load variations via RKMPC-based
online parameter estimation. RKMPC calculates future predictions and derivatives in each sampling
period and minimizes the cost function. RKMPC method increases the computation burden while
doing all these operations. Therefore, dSPACE DS1104 is used to make the calculations very fast in the
PMSM speed control with RKMPC. The innovation of this study has been carried out via DS1104 to
realize a PMSM speed control with nonlinear dynamics, the recently intended RKMPC method [18].

In traditional MPC, error minimization between reference and model prediction is essential and
modulation is updated. In the RKMPC proposed in this study, modulation is not updated until it
produces a control sign that will provide error optimization. Therefore, there may be a difference
between the two when the controller is activated rather than the calculation load. In this respect,
RKMPC is more stable, but it is an algorithm that is activated later for reference points that are far
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from reference. Although this seems to be a disadvantage, every control sign produced does not apply
to the system and produces the optimum control sign that will provide more stable results. Instead
of applying the control signal obtained in traditional MPC directly to the system, an optimization
algorithm that will minimize the error is aimed. Thus, the most important motivation of this study
is that the control sign obtained at the end of each calculation should be searched for the optimum
control sign that will make the motor behavior more stable instead of driving the motor.

The paper is organized as follows: in Section 2, the mathematical model of PMSM is given.
The RKMPC-based control and parameter estimation mechanism are introduced in Section 3. The
details of the real-time implementation of the application are given in Section 4. Section 5 includes the
experimental results, and the paper concludes with the conclusions and future work.

2. The Mathematical Model of PMSM

The first step in implementing the RKMPC strategy is to obtain the mathematical model of the
system in the form of differential equations, which will later be used for future predictions and gradient
calculations [18,19]. Under the assumption that the counter-EMF is sinusoidal and Eddy currents,
hysteresis losses, and saturation are negligible, the nonlinear dynamical model of PMSM in (d-q)
rotating reference framework is given by Equation (1) [20].

did
dt = − R

Ld
id +

Lq
Ld

pωriq +
1

Ld
ud

diq
dt = − R

Lq
iq −

Ld
Lq

pωrid −
λpωr

Lq
+ 1

Lq
uq

dωr
dt =

p
J (λiq + (Ld − Lq)iqid) − B

J ωr −
TL
J

x =
[

id iq ωr
]T

u =
[

ud uq
]T

y =
[

id ωr
]T

(1)

where ud and uq are d-axis and q-axis component of the armature voltage, respectively, id and iq are
d-axis and q-axis component of the armature current, respectively, R is the per-phase stator resistance,
Ld and Lq are d-axis and q-axis component of stator inductance, respectively, λ is permanent magnet
flux, ωr is rotor speed, TL is load torque, p is number of pole pairs, J is moment of inertia, B is coefficient
of friction.

3. The Runge-Kutta Model Based Control Structure

3.1. The Runge- Kutta Model of a MIMO System

The mathematical model of PMSM given by Equation (1) can be rewritten in a more compact form
as Equation (2).

.
x(t) = f(x(t), u(t),θ)
y(t) = g(x(t), u(t))

(2)

where .
x1(t) = f1(x1(t), . . . , xN(t), u1(t), . . . , uR(t),θ)

...
.
xN(t) = fN(x1(t), . . . , xN(t), u1(t), . . . , uR(t),θ)

(3)

y1(t) = g1(x1(t), . . . , xN(t), u1(t), . . . , uR(t))
...

yQ(t) = gQ(x1(t), . . . , xN(t), u1(t), . . . , uR(t))

(4)

Equation (3) and Equation (4) are state equations and output equations, respectively. R is the
number of inputs, N is the number of states and Q is the number of outputs of the system, where
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ui(t) is the ith input, xi(t) is the ith state, and yi(t) is the ith output of the system at time t and θ is the
parameter of the system. It is assumed that the functions fi(.)s and gi(.)s are known and continously
differentiable. The next step in RKMPC is to obtain the discretized model of the system by using the
standard fourth-order Runge-Kutta (RK) integration method. The discretized RK model of the system
is given by Equation (5) and Equation (6).

x̂1(n + 1) = x̂1(n) +
k11
6 + k21

3 +
k31
3 + k41

6
...

x̂N(n + 1) = x̂N(n) +
k1N

6 + k2N
3 + k3N

3 + k4N
6

(5)

ŷ1(n + 1) = g1(x̂1(n + 1), . . . , x̂N(n + 1), u1(n), . . . , uR(n))
...

ŷQ(n + 1) = gQ(x̂1(n + 1), . . . , x̂N(n + 1), u1(n), . . . , uR(n))

(6)

where
k11 = Ts f1(x̂1(n), . . . , x̂N(n), u1(n), . . . , uR(n))

...
k1N = Ts fN(x̂1(n), . . . , x̂N(n), u1(n), . . . , uR(n))

k21 = Ts f1(x̂1(n) +
k11
2 , . . . , x̂N(n) +

k1N
2 , u1(n), . . . , uR(n))

...
k2N = Ts fN(x̂1(n) +

k11
2 , . . . , x̂N(n) +

k1N
2 , u1(n), . . . , uR(n))

k31 = Ts f1(x̂1(n) +
k21
2 , . . . , x̂N(n) +

k2N
2 , u1(n), . . . , uR(n))

...
k3N = Ts fN(x̂1(n) +

k21
2 , . . . , x̂N(n) +

k2N
2 , u1(n), . . . , uR(n))

k41 = Ts f1(x̂1(n) + k31, . . . , x̂N(n) + k3N, u1(n), . . . , uR(n))
...

k4N = Ts fN(x̂1(n) + k31, . . . , x̂N(n) + k3N, u1(n), . . . , uR(n))

(7)

The discretized RK model can put in a more compact form as seen in Equations (8) and (9).

x̂(n + 1) =
^
f(

^
x(n), u(n)) = x̂(n) + 1

6 k1 +
1
3 k2 +

1
3 k3 +

1
6 k4

^
y(n + 1) = g(

^
x(n + 1), u(n))

(8)

k1 =


k11

...
kN1

 =


Ts f1(
^
x, u)

...

Ts fN(
^
x, u)

 = Tsf(
^
x, u)

k2 =


k12

...
kN2

 =


Ts f1(
^
x + 0.5k1, u)

...

Ts fN(
^
x + 0.5k1, u)

 = Tsf(
^
x + 0.5k1, u)

k3 =


k13

...
kN3

 =


Ts f1(
^
x + 0.5k2, u)

...

Ts fN(
^
x + 0.5k2, u)

 = Tsf(
^
x + 0.5k2, u)

k4 =


k14

...
kN4

 =


Ts f1(
^
x + k3, u)

...

Ts fN(
^
x + k3, u)

 = Tsf(
^
x + k3, u)

(9)
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3.2. The Runge-Kutta-Based Overall Control Structure

The overall structure of the RKMPC-based control and parameter estimation is given in Figure 1,
where ỹi(.) is the ith reference signal specified by the user, ŷi(.) is the ith prediction signal of the RK
model, yi(.) is the ith output signal of the system, and K is the prediction horizon.
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Figure 1. Runge-Kutta-based control and parameter estimation structure.

The structure of the RKMPC-based control and parameter estimation is composed of three blocks.
The first one is the discretized RK model of the system, the second one is the cost function minimization
(CFM) block, and the third one is the RK model-based parameter estimation block.

3.2.1. Runge-Kutta Model and Cost Function Minimization

In this structure the discretized RK model of the system plays a critical role since it is used for both
future predictions and gradient calculations. In the MPC loop, a candidate vector of control actions is
given by Equation (10).

u(n) = [u1(n), . . . , uR(n)]
T (10)

A candidate vector of control actions is obtained and before the system it is applied to the
discretized RK model of the system in order to see what would happen if it was applied to the system
repeatedly K times. RK model produces up to K-step ahead the future predictions for each output
of the system. In order to obtain an acceptable control vector to apply to the system, the CFM block
tries to minimize the discrepancy between the reference signals and the future predictions of the RK
model with respect to the control vector. More mathematically, the CFM block tries to minimize the
cost function given in Equation (11).

F(u(n)) =
Q∑

q=1

K∑
k=1

(ỹq(n + k) − ỹq(n + k))2 +
R∑

r=1

λr(ur(n) − ur(n− 1))2 (11)

where λr is the rth penalty term. The resulting control signal is u∗(n) = u(n) + δu(n) that provides
a descend in the cost function, i.e., F(u(n) + δu(n)) < F(u(n)), which then will be applied to the
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system to force its outputs towards the reference signals. Here the problem is how to obtain the
sub-optimal correction term δu(n). One remedy is to use the well-known optimization method, namely
the Levenberg-Marquardt (LM), as given by Equation (12).

δu(n) = −(JTJ + ηI)
−1

JT^
ec (12)

where
^
ec is the vector of errors given by Equation (13)

^
ec =



ê(n + 1)
...

ê(n + K)
...

ê(n + KQ)
√
λ1∆u1(n)

...
√
λR∆uR(n)



=



ỹ1(n + 1) − ŷ1(n + 1)
...

ỹ1(n + K) − ŷ1(n + K)
...

ỹQ(n + K) − ŷQ(n + K)
√
λ1[u1(n) − u1(n− 1)]

...
√
λR[uR(n) − uR(n− 1)]



(13)

and η is a parameter that provides a compromise between the steepest-descent and Gauss-Newton
directions and J is the Jacobian matrix given by Equation (14).

J = −



∂ŷ1(n+1)
∂u1(n)

∂ŷ1(n+1)
∂u2(n)

· · ·
∂ŷ1(n+1)
∂uR(n)

...
...

. . .
...

∂ŷ1(n+K)
∂u1(n)

∂ŷ1(n+K)
∂u2(n)

· · ·
∂ŷ1(n+K)
∂u1(n)

...
...

. . .
...

∂ŷQ(n+K)
∂u1(n)

∂ŷQ(n+K)
∂u2(n)

· · ·
∂ŷQ(n+K)
∂uR(n)√

λ1
√
λ1 · · ·

√
λ1

...
...

. . .
...

√
λR

√
λR · · ·

√
λR



(14)

The ithjth term ∂ŷi(n+K)
∂u j(n)

of the Jacobian matrix is obtained by Equation (15)–(19).

∂ŷ(n + k)
∂u(n)

= [
∂Tg
∂x

∂x̂(n + k)
∂u(n)

]
x=x̂(n+k)

(15)

∂x̂(n + h)
∂u(n)

= [
∂f̂
∂x
∂x̂(n + k− 1)

∂u(n)
+
∂f̂
∂u

]
x=x̂(n+k−1)

u=u(n)

(16)

∂f̂
∂x =

∂xi(n)
∂x(n) + [ 1

6
∂k1
∂x + 1

3
∂k2
∂x + 1

3
∂k3
∂x + 1

6
∂k4
∂x ]

∂f̂
∂u(n) = [ 1

6
∂k1
∂u(n) +

1
3
∂k2
∂u(n) +

1
3
∂k3
∂u(n) +

1
6
∂k4
∂u(n) ]

(17)
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∂k1
∂x = Ts[

∂f
∂x ]x=x̂(n)

u=u(n)
∂k2
∂x = Ts[

∂f
∂x (I + 0.5∂k1

∂x )]x=x̂(n)+0.5k1
u=u(n)

∂k3
∂x = Ts[

∂f
∂x (I + 0.5∂k2

∂x )]x=x̂(n)+0.5k2
u=u(n)

∂k4
∂x = Ts[

∂f
∂x

(
I + ∂k3

∂x

)
]
x=x̂(n)+k3

u=u(n)

(18)

∂k1
∂u(n) = Ts[

∂f
∂u(n) ]x=x̂(n)

u=u(n)

∂k2
∂u(n) = Ts[

(
0.5 ∂f

∂x
∂k1
∂u(n)

)
+ ∂f

∂u(n) ]x=x̂(n)+0.5k1
u=u(n)

∂k3
∂u(n) = Ts[

(
0.5 ∂f

∂x
∂k2
∂u(n)

)
+ ∂f

∂u(n) ]x=x̂(n)+0.5k2
u=u(n)

∂k4
∂u(n) = Ts[

(
0.5 ∂f

∂x
∂k3
∂u(n)

)
+ ∂f

∂u(n) ]x=x̂(n)+k3
u=u(n)

k = 1, . . . , K

(19)

In order to keep the optimized control signal u∗(n) = u(n) + δu(n) be within the allowable control
limits a limiting coefficient 0 < µ < 1 is used as Equation (20).

u∗(n) = u(n) + µδu(n) (20)

where
µ = max(

umin − u
δu(n)

,
umax − u
δu(n)

) (21)

3.2.2. The Runge-Kutta Model Based Online Parameter Estimation

The third block in the RKMPC structure is the parameter estimation block, where it is assumed
that the measurements u(n), x(n) and x(n + 1) are available. Thus, the unknown parameter θ of the
system can be estimated as follows: Let xi(n + 1) and x̂i(n + 1) be the actual and predicted (by the RK
model) values of the ith state at the time instant n + 1, respectively. Since the unknown parameter θ
value is not available, there will be some errors between the actual and predicted values of the states,
which are aggregated in a vector of errors as Equation (22).

eθ =


e1

e2
...

eN

 =


x1(n + 1) − x̂1(n + 1)
x2(n + 1) − x̂2(n + 1)

...
xN(n + 1) − x̂N(n + 1)

 (22)

This vector of errors can be back-propagated to the system parameter θ in order to obtain its
correct value. This is accomplished as the update rule given by Equation (23).

θ← θ−
JT
θeθ

JT
θJθ

(23)
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where Jθ is the Jacobian matrix for parameter estimation given by Equation (24).

Jθ =


∂e1
∂θ
∂e2
∂θ
...
∂eN
∂θ

 = −


∂x̂1(n+1)
∂θ

∂x̂2(n+1)
∂θ
...

∂x̂N(n+1)
∂θ


(24)

The partial derivatives ∂x̂i(n+1)
∂θ comprising the Jacobian matrix can be obtained by Equation (25)

and Equation (26).

∂x̂i(n + 1)
∂θ

=
∂x̂i(n)
∂θ

+
1
6
∂k1

∂θ
+

1
3
∂k2

∂θ
+

1
3
∂k3

∂θ
+

1
6
∂k4

∂θ
(25)

∂k1
∂θ = Ts[

∂f
∂θ ] x(n) = x(n)

u = u(n)
∂k2
∂θ = Ts[(

∂f
∂θ + 0.5 ∂f

∂x
∂k1
∂θ )] x(n) = x(n) + 0.5k1

u = u(n)
∂k3
∂θ = Ts[(

∂f
∂θ + 0.5 ∂f

∂x
∂k2
∂θ )] x(n) = x(n) + 0.5k2

u = u(n)
∂k4
∂θ = Ts[(

∂f
∂θ + 0.5 ∂f

∂x
∂k3
∂θ )] x(n) = x(n) + k3

u = u(n)

(26)

∂f̂
∂θ

=

[
1
6
∂k1

∂θ
+

1
3
∂k2

∂θ
+

1
3
∂k3

∂θ
+

1
6
∂k4

∂θ

]
(27)

3.3. Application of RKMPC to PMSM

Figure 2 shows the control block diagram of the RKMPC method. As can be seen from the Figure 2,
three A/D converters are used, two of them are to measure the phase currents and one is to measure the
DC voltage. The phase currents read from the A/D converters are first mapped by the Clark transform
(a, b, c→ α, β ) and then Park transform (α, β→ d, q) , and then they are formed as the state vector
together with the speed signal from the encoder, which will later be used in the RKMPC algorithm.
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Additionally, the signal conveying the position information of the rotor received from the encoder
is used in Park and Inverse Park transforms. The position and the speed of the rotor are measured by
using an incremental encoder (2500 ppr). Obtained PWM signals are transferred to the IGBT inverter
via IGBT driver circuit. The inputs ud and uq are mapped by inverse Park transform d, q→ α, β , then
they are sent to the SVPWM block to produce PWM signals. The RKMPC algorithm produces the
proper outputs (id and ωr).

Application of RKMPC Algorithm

The implementation of the RKMPC algorithm is shown in Figure 3. In the algorithm, at each
sampling period, the x(n) state values, the u(n − 1) final control signal, and the ỹ(n) reference vector
are obtained to perform the calculation of the RKMPC algorithm.
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The algorithm calculates K-step predictions and derivatives simultaneously using the RKModel
of the proposed model. δu(n) is obtained by simple division of the terms Hessian and Gradient from
Equation (12). Afterwards, an optimized control signal is obtained by updating u∗(n) = u(n) + δu(n).

In addition, errors are obtained by taking the difference between real and predicted states in
changing system parameters. These parameters are updated by applying Equation (23).

4. Real-Time Application

In order to test the RKMPC mechanism on the PMSM system, an experimental setup has been
established, which can be seen in Figure 4. The setup is composed of a dSPACE DS1104 ACE Kit, a
PMSM, a speed sensor, and a IGBT inverter. Moreover, another PMSM generator is coupled as the load.
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The dSPACE 1104 board is a powerful tool for rapid control applications, which consists of a
master processor PowerPC603 with speed of 250 MHz, 64-bit floating-point processor, and a slave-DSP
subsystem based on the Texas Instruments TMS320F240 DSP microcontroller 20 MHz. The RKMPC
algorithm has been implemented on the main processor and the slave unit has been dedicated to the
SVPWM signals generation and to the management of the digital I/O signals.

As can be seen in Figure 5, a real-time overall MATLAB/Simulink block is developed to use the
dSPACE1104 board in the control loop, where voltages and currents are obtained in the measurement
block, while speed and position information are obtained in the speed block. The RKMPC algorithm is
implemented in the MPC block. PWM signals are obtained in the SVPWM block at the 5 kHz constant
sampling frequency.Energies 2020, 13, x FOR PEER REVIEW 11 of 18 
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Model predictive control block is shown in Figure 6. In this block, Clark transform (a, b, c→
α, β) and then Park transform (α, β→ d, q) are also made. All algorithms are implemented in the
RKMPC block.
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The parameter values of the used PMSM driver are tabulated in Table 1.

Table 1. The parameters of the Permanent magnet synchronous motor (PMSM).

Description Value Unit

Rated speed 3000 r/min
Rated current 2.8 A
Rated torque 1.27 Nm

Stator resistance 2.5 Ω
d-axes inductance 7 mH
q-axes inductance 7 mH
Pole pair number 4

Motor inertia 3.13 × 10−5 kgm2

5. Experimental Results and Comparisons

In order show the efficiency of the RKMPC method, it has been tested in different operating
conditions. In the first case, PMSM has no load, while in the second case PMSM is loaded. Figure 7
shows the experimental results for RKMPC, where id, iq, ud, and uq of PMSM are obtained under the
nominal conditions for 100 rad/s reference speed without load, respectively. As can be seen from
Figure 7, outputs of the system rise to the desired values very fast and then follow the reference
trajectories accurately with zero steady state errors. Furthermore, RKMPC has been compared to a
conventional PI controller, the parameters of which are tuned by trial-and-error. Figure 8 shows the
experimental results for PI, where id,iq, ud, and uq of PMSM are obtained under the nominal conditions
for 100 rad/s reference speed without load, respectively.

Afterwards, tests are repeated under the same conditions except for the reference signal is stepwise,
i.e., it is initially set to 80 rad/s and then set to 100 rad/s for 10 s, then set back to 80 rad/s. Figure 9
shows the experimental results for RKMPC, where id, iq, ud, and uq of PMSM are obtained under the
nominal conditions for the stepwise reference speed without load, respectively. As can be seen from
the figure, outputs of the system rise to the desired values very fast and then follow the reference
trajectories accurately with zero steady state errors. Figure 10 shows the experimental results for PI,
where id, iq, ud, and uq of PMSM are obtained under the nominal conditions for the stepwise reference
speed without load, respectively.
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Figure 7. Experimental results for RKMPC for 100 rad/s reference speed without load. (a) Reference
speed and measured speed of the motor; (b) id current; (c) iq current; (d) ud and uq voltages.
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Figure 8. Experimental results for PI for 100 rad/s reference speed without load. (a) Reference speed
and measured speed of the motor; (b) id current; (c) iq current; (d) ud and uq voltages.

Afterwards, the tests are repeated for another operating condition where PMSM is loaded with a
load of 70%. The results for the constant reference at 100 rad/s have been shown in Figure 11, where
load is estimated by the RK model-based parameter estimation algorithm, thereby making RKMPC
adaptive to the load changes. Figure 11 shows the experimental results for RKMPC, where id, ud,
and uq of PMSM are obtained under the nominal conditions for 100 rad/s reference speed with load,
respectively. Figure 12 shows the experimental results for PI, where id, ud, and uq of PMSM are obtained
under the nominal conditions for 100 rad/s reference speed with unknown load, respectively.
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Figure 9. Experimental results for RKMPC for stepwise reference speed without load. (a) Reference
speed and measured speed of the motor; (b) id current; (c) iq current; (d) ud and uq voltages.Energies 2020, 13, x FOR PEER REVIEW 14 of 18 
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Figure 10. Experimental results for PI for stepwise reference speed without load. (a) Reference speed
and measured speed of the motor; (b) id current; (c) iq current; (d) ud and uq voltages.

Finally, the experimental setup is started without load and the control mechanism forced PMSM
to follow the constant speed reference at 100 rad/s. Afterwards, at a specific time at t = 2.8 s, PMSM is
loaded abruptly to 70% load to check the ability of RKMPC compensating the abrupt load disturbances.
As can be seen from Figure 13, RKMPC adapts to the abrupt load changes so that the output of
the system follows the reference trajectory very rapidly. Figure 14 shows the experimental results
for PI, where id, ud, and uq of PMSM are obtained under the nominal conditions for abrupt load
disturbance, respectively.
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Figure 11. Experimental results for RKMPC for 100 rad/s reference speed with unknown load. (a)
Reference speed and measured speed of the motor; (b) id current; (c) ud and uq voltages.
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Figure 12. Experimental results for PI for 100 rad/s reference speed with unknown load. (a) Reference
speed and measured speed of the motor; (b) id current; (c) ud and uq voltages.

Moreover, RKMPC is evaluated at 30 rad/s and 200 rad/s reference speed values. Figure 15 shows
the results for the 30 rad/s reference speed under the unloaded condition. Similarly, Figure 16 shows
the results for the 200 rad/s reference speed under the unloaded condition.

In this study, under the same conditions, both RKMPC and traditional PI control methods were
applied in loaded, unloaded, and abrupt load conditions. When both experimental results were
compared, it was seen that RKMPC quickly reached the reference speed with almost zero excess. In
conventional PI, it was seen that it reached the reference speed in a longer time and with a certain excess.
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Figure 13. Experimental results for RKMPC for abrupt load disturbance. (a) Reference speed and
measured speed of the motor; (b) id current; (c) ud and uq voltages.

The same measuring circuits were used on the ds1104 board for the same parameters both in the
use of the PI controller and in the application of the proposed RKMPC model. Therefore, measurement
and evaluation units are the same in terms of measured variables. These noises are inevitable unless
adaptive tuning of PI parameters is performed in real time.Energies 2020, 13, x FOR PEER REVIEW 16 of 18 
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Figure 14. Experimental results for PI for abrupt load disturbance. (a) Reference speed and measured
speed of the motor; (b) id current; (c) ud and uq voltages.



Energies 2020, 13, 1216 16 of 17

Energies 2020, 13, x FOR PEER REVIEW 16 of 18 

 

  
(a) (b) 

 
(c) 

Figure 14. Experimental results for PI for abrupt load disturbance. (a) Reference speed and measured 
speed of the motor; (b) di  current; (c) du  and qu  voltages. 

Moreover, RKMPC is evaluated at 30 rad/s and 200 rad/s reference speed values. Figure 15 
shows the results for the 30 rad/s reference speed under the unloaded condition. Similarly, Figure 16 
shows the results for the 200 rad/s reference speed under the unloaded condition. 

 
Figure 15. Experimental drive response to 30 rad/s reference speed under the unloaded condition 
with RKMPC. 

 
Figure 16. Experimental drive response to 200 rad/s reference speed under the unloaded condition 
with RKMPC. 

In this study, under the same conditions, both RKMPC and traditional PI control methods were 
applied in loaded, unloaded, and abrupt load conditions. When both experimental results were 
compared, it was seen that RKMPC quickly reached the reference speed with almost zero excess. In 
conventional PI, it was seen that it reached the reference speed in a longer time and with a certain excess. 

The same measuring circuits were used on the ds1104 board for the same parameters both in the 
use of the PI controller and in the application of the proposed RKMPC model. Therefore, 

0 1 2 3 4 5 6 7 8 9 10
0

20

40

60

80

100

120

t [s]

Sp
ee

d 
(r

ad
/s

)

 

 

6.5 7 7.5 8
95

100

105

Actual Speed
Reference Speed

0 1 2 3 4 5 6 7 8 9 10
-5
-4
-3
-2
-1
0
1
2
3
4
5

t [s]

id
 [A

]

0 1 2 3 4 5 6 7 8 9 10

0

10

20

30

40

t [s]

ud
, u

q 
[V

]

ud

uq

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

10

20

30

40

t [s]

Sp
ee

d 
(r

ad
/s

)
 

 

Actual Speed
Reference Speed

0 1 2 3 4 5 6 7 8
0

50

100

150

200

250

t [s]

sp
ee

d 
(r

ad
/s

)

 

 

actual speed
reference speed

Figure 15. Experimental drive response to 30 rad/s reference speed under the unloaded condition
with RKMPC.
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Figure 16. Experimental drive response to 200 rad/s reference speed under the unloaded condition
with RKMPC.

6. Conclusions and Future Work

In this study, a recently proposed nonlinear control mechanism, which is referred to as the RKMPC
method that combines the well-known numerical integration method Runge Kutta with the model
predictive control framework, has been employed for control and load estimation of a commercial
PMSM, where the constraints on the voltage and current of the system are taken into account. In the
experiments, id current kept at zero for no attenuation in the field. It has been shown in the study that
RKMPC mechanism can also estimate the load changes and unknown load disturbances to eliminate
their undesired effects for a desirable control accuracy. RKMPC algorithm has been implemented on a
dSPACE 1104 board. Then, its performance has been tested on a 0.4 kW PMSM motor experimentally
for different conditions and compared to the conventional PI method. The tests have shown the
efficiency of RKMPC for PMSMs, where RKMPC has provided satisfactory control performance even
under load disturbances.

In future work, a new study using adaptive error method and adaptive hysteresis flux band needs
to be done. In this way, for the big error values at the beginning, it will be ensured that the algorithm
left in the loop to set the control condition to its optimum value will work with an increasingly adaptive
error band. Thus, the proposed control algorithm will be enabled to control the system in closed loop
from the beginning.
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