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The design of a production line directly affects the system performance which is usually measured by its
throughput. The problem involving determination of the optimal capacity and location of the buffers in a
production line is known as the buffer allocation problem (BAP). Due to the difficulties such as the NP-
hard structure of the problem and not being able to be defined the throughput of the line in terms of
the buffer capacities algebraically, meta-heuristic search algorithms are widely used to solve the BAP.
In this study, an adaptive large neighborhood search (ALNS) algorithm is proposed to solve the BAP for
throughput maximization in unreliable production lines. Different from the literature, for the first time,
ALNS algorithm is employed to solve the problem of designing a production line. For this purpose, two
different removal-insertion operator pairs are proposed and employed in an adaptive way by considering
the nature of the problem. Moreover, a new initialization procedure based on the well-known storage
bowl phenomenon concept is proposed to reduce the search effort. Performance of the proposed algo-
rithm was tested on the existing benchmark instances. A computational study demonstrated the benefits
of not only the adaptive mechanism embedded into the proposed algorithm but also the proposed initial-
ization procedure.
� 2020 Karabuk University. Publishing services by Elsevier B.V. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Production terminologically means generating output using
inputs through the necessary processes according to a predefined
schedule. Throughput is one of the key performance indicators
for production lines. The throughput of a production line depends
on the system characteristics such as processing times, buffer
capacities, and machine reliabilities. If the machines on a produc-
tion line fail, one or more machines will be starved or blocked. In
order to reduce the cumulative negative effects of the status of
starving/blocking along the line, it is necessary to allocate the buf-
fers between the machines. Unlimited buffer could not be used due
to both physical space and cost constraints. Also, buffering leads to
high levels of work-in-processes (WIP) and in turn operating costs
increase. Because of these conflicts, finding the optimum distribu-
tion of the buffers to obtain the maximum throughput is an impor-
tant design problem in production systems and it is known as the
buffer allocation problem (BAP).

The BAP is in the class of nonlinear integer knapsack problems
[1,2]. As indicated by Chow [3] there is no closed form to calculate
the throughput of the line in terms of buffer capacities. Because of
that an evaluative algorithm which is used to calculate the
throughput of the line, and an optimization algorithm used for
searching the best buffer configuration are employed iteratively
to solve the BAP. Moreover, the BAP has a stochastic nature due
to different processing times and/or random machine failures in
the line, and it is known as a NP-hard combinatorial optimization
problem. In addition, when the problem size increases the number
of feasible solutions also increases exponentially. Because of these
features of the problem, meta-heuristic search algorithms are
widely used to solve the BAP. These algorithms include genetic
algorithm (GA) [4,5], simulated annealing (SA) [6–8], tabu search
(TS) [9–11], degraded ceiling (DC) [7], artificial neural network
(ANN) [12,13], ant colony optimization (ACO) [8,14] and particle
swarm optimization (PSO) [15]. For more information on the solu-
tion methods and the formulations of the BAP the reader can refer
to the recent review study presented by Weiss et al. [16].
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In recent years, some researchers hybridized the meta-heuristic
algorithms to enhance the search efficiency. Xuemei et al. [17]
solved the BAP and transfer line balancing problem simultaneously
using a hybrid GA-PSO algorithm. Kose and Kilincci [18] hybridized
non-dominated sorting GA (NSGA-II) and SA algorithms for solving
the BAP with two different objectives: throughput maximization
and total buffer capacity minimization. Similarly, Motlagh et al.
[19] used NSGA-II and non-dominated ranked GA (NRGA) to solve
the BAP with multiple objectives: throughput maximization, total
buffer capacity minimization and total cost minimization. Dolgui
et al. [20] examined multi-criteria optimization problem (through-
put maximization, and minimization of capital and inventory
costs) for series–parallel unreliable production lines. Zandieh
et al. [15] compared the performance of the PSO and GA for solving
the BAP with respect to preventive maintenance planning in unre-
liable production lines and it was stated that PSO was more suc-
cessful than GA in terms of the solution time.

Besides the meta-heuristic search algorithms there were some
problem specific heuristic algorithms proposed to solve the BAP.
Li et al. [21] developed a fast algorithm based on a local search
for throughput maximization. Shi and Gershwin [22] applied a seg-
mentation approach to solve the BAP for profit maximization.
Weiss et al. [23] proposed a rule-based search algorithm to solve
the BAP for total buffer capacity minimization under the limited
supply assumption. A gradient-based search algorithm was pro-
posed by Liberopoulos [24]. The author investigated the problem
under the installation buffer, echelon buffer and CONWIP policies.
Xi et al. [25] proposed a decomposition-based method to solve the
BAP for long series-parallel unbalanced production lines with the
objective of minimizing WIP.

Lastly, in recent years, a few mathematical programming
approaches were proposed to solve the BAP. Pedrielli et al. [26]
proposed a mathematical programming approach combined with
simulation to solve the BAP and task allocation problem simultane-
ously. Lopes et al. [27] developed an iterative decomposition pro-
cedure based on mathematical models of mixed-model
asynchronous assembly lines to solve the BAP for throughput
maximization.

Even if the recent studies deal with the BAP with multiple
objectives and/or employ hybrid meta-heuristics, the problem still
needs to be investigated stand-alone due to its difficult nature.
Since the throughput improvement is still an important research
area for both academy and industry, this study focuses on through-
put maximization in production lines. Different from the previous
studies in the BAP literature, an adaptive large neighborhood
search (ALNS) algorithm is proposed to solve the problem. ALNS
is the extension of the large neighborhood search (LNS) algorithm,
proposed by Shaw [28], to solve the combinatorial optimization
problems such as vehicle routing [29,39], multiple traveling repair-
man [40], order-batching [41], pollution-routing problems [42–
45], and berth allocation-quay crane assignment [46]. It is well
known from the literature, the ALNS algorithm is very successful
in solving the VRPs. However, the studies on the performance anal-
ysis of the ALNS algorithm for other combinatorial optimization
problems are very limited. To fill this gap in the literature, our
aim in this study is to test the performance of the ALNS algorithm
for a production line design problem, i.e. BAP. To the best of the
knowledge of the authors, the ALNS algorithm has not been
employed to solve the BAP before. As it can be seen from the BAP
literature, neighborhood-based solution methods like TS yield very
good results in solving the BAP (see [10,11]). Considering the great
potential of solving combinatorial optimization problems success-
fully, and it’s simple and neighborhood-based structure of the
ALNS it is expected that ALNS may yield good-quality solutions
for the BAP. In this study, to be able to employ the ALNS algorithm
in solving the BAP new removal-insertion operators are proposed
and applied in an adaptive way. Moreover, a new initialization pro-
cedure based on the well-known storage bowl phenomenon [47] is
proposed to enhance the convergence speed of the proposed algo-
rithm. This strategy is used to obtain the optimal buffer configura-
tions for reliable production lines with variable processing times
before. Different from the literature, this idea is employed as an
initialization procedure for unreliable production lines for the first
time.

In this context, there are three major contributions of this study.
Different from the literature, for the first time, ALNS algorithm is
employed to solve the problem of designing a production line other
than vehicle routing problems which are solved by ALNS success-
fully. Second, two different removal-insertion operator pairs are
introduced to the literature and employed in an adaptive way to
be able to solve the problem effectively. Finally, a new initialization
procedure is proposed and embedded into the ALNS algorithm to
improve the search efficiency.

The remainder of this paper is organized as follows. The prob-
lem definition is given in the next section. The details of the pro-
posed algorithm are explained in Section 3. The numerical results
are provided and discussed in Section 4. Finally, the study is sum-
marized, and some future research directions are given in
Section 5.
2. Problem definition

In this study, the BAP is solved for unreliable production lines.
In unreliable production lines, the machines are subject to break-
down. Fig. 1 shows a production line involving K-machines (i = 1,
2, . . ., K) in series and K-1 buffer areas (i = 2, . . ., K) which have finite
capacities. In Fig. 1, the squares denote the machines (M = M1, M2,
. . ., MK) and the circles denote the buffers (B = B2, B3, . . ., BK). The
parts on a production line are processed sequentially on the first
machine, then on the second machine and finally, on the Kth
machine, so all parts are processed in the same order on all
machines. The failure, repair, and the processing rates of the
machines are depicted by b, r, and l, respectively. In this study,
the processing times of the machines are assumed to be determin-
istic which is one-time unit. The machines may fail randomly and
the mean time between failures and the mean time to repairs are
assumed to be geometrically distributed. Generally, in production
lines, it is assumed that there is an unlimited buffer supply in front
of the first machine and there is unlimited storage area after the
last machine. Because of that, the first machine is never starved,
and the last machine is never blocked. Moreover, the transfer times
between the machines are assumed to be zero and it is assumed
that there is no setup time.

In this study, the performance measure of such a production
line, i.e. throughput of the line, is obtained by the decomposition
method proposed by Gershwin [48]. The main idea of the decom-
position method is to decompose the K-machine line into K-1
sub-lines and calculates the parameters of each sub-line so as to
the throughput values are approximated to the same value. The
values of the machine parameters in each sub-line are calculated
by an iterative algorithm proposed by Dallery et al. [49] and called
as DDX algorithm.

The BAP under the above assumptions is solved for throughput
maximization. The mathematical model of the problem is given as
follows:

max Th(B)

XK
i¼2

Bi ¼ N ð1Þ

Bi nonnegative integer (i = 2, . . ., K)



Fig. 1. K-machine production line.
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In this formulation, Bi denotes the capacity of each buffer that
should be nonnegative integers (i = 2, . . ., K), Th(B) denotes the
throughput value obtained by the buffer configuration B, and N is
the constant total buffer capacity. As it is stated by Demir et al.
[50] the total number of possible buffer configurations for this
problem can be calculated as follows:

N þ K � 2
K � 2

� �
¼ ðN þ 1ÞðN þ 2Þ � � � ðN þ K � 2Þ

ðK � 2Þ! ð2Þ

As it can be observed from Eq. (2), when N and K increase the
total number of feasible solutions increases exponentially. For
instance, if the production line involves ten machines and the total
buffer capacity to be allocated is 50, then the total number of fea-
sible solutions becomes 1,916,797,311. This small-sized example
shows the computational difficulty of the problem. To overcome
this difficulty, meta-heuristic approaches are widely used to solve
the BAP. In this study, an ALNS algorithm, a neighborhood based
meta-heuristic search algorithm, is proposed to solve the BAP for
the first time in the literature. The following section provides the
details of the proposed ALNS algorithm for solving the BAP in unre-
liable production lines under the above conditions.
3. Proposed ALNS algorithm

LNS is a meta-heuristic search method developed by Shaw [28]
to solve the combinatorial optimization problems and thereafter it
is successfully employed to solve many problems such as vehicle
routing [29–39] and pollution-routing problems [42–45]. The main
idea of the basic LNS is to improve the feasible initial solution by
progressively employing alternative removal (destroy) and inser-
tion (repair) operators. A removal operator removes a part of the
current solution stochastically, while an insertion operator rein-
serts the partly removed solution to construct a new solution.
The algorithm systematically applies these operators during the
search process.

Many removal operators such as random, worst [30,34], cluster
[40], Shaw [29], request graph [31,32], time-based, neighbor graph
[31,32] and many insertion operators such as greedy, regret
[30,37,38], zone, noise function have been employed for different
problem types in the literature [35,39]. These removal and inser-
tion operators can be implemented in different ways and/or vari-
ous combinations depending on the type of the problem.

ALNS is an extension of the LNS algorithm which does not com-
mit to one removal and insertion operator. Instead of that ALNS
chooses operator pairs from a pool of heuristics at each iteration.
There are many successful applications of ALNS for different prob-
lems in the literature [35,36,40,46,51]. In this study, we have
adapted the ALNS algorithm for solving the BAP in production lines
for the first time. In this context, new removal-insertion operator
pairs are proposed and employed in an adaptive way to enhance
the efficiency of the search process. Moreover, in addition to start-
ing with a random solution, three different initialization proce-
dures are proposed to reduce the search effort. Also, a new
strategy is proposed to escape the local optimum. The details of
the proposed solution procedure are given in the following
subsections.
3.1. Proposed initialization procedures

Within the scope of this study, the effect of the initial solution
on the convergence of the proposed algorithm has been investi-
gated. For this purpose, in addition to a randomly generated solu-
tion (called as ALNS-Random in the remainder of this paper), the
performances of three different initial solution procedures are
tested. These procedures are the method proposed by Papadopou-
los and Vidalis [52], the well-known storage bowl phenomenon
developed by Hillier et al. [47], and the Smoothed Bowl Phenom-
enon method proposed by the authors.

The method proposed by Papadopoulos and Vidalis [52] sug-
gests distributing more buffers in the middle of the line but also
considers the bottleneck machines while distributing the buffers.
For this purpose, the machines are ranked according to their mean
effective service rates determined by Eq. (3), and then some prede-
fined distribution rules are employed. The details of the method
can be found in Papadopoulos and Vidalis [53]. In the remainder
of this study, the proposed ALNS algorithm starting with this pro-
cedure is referred to as ALNS-PaVi. In this study, we employed this
method to obtain a good initial solution.

qi ¼
liri

bi þ ri
ð3Þ

The main idea of the storage bowl phenomenon is to distribute
more buffers in the middle of the line and less buffers towards the
beginning and the end of the line to maximize the throughput of
the line. Since the shape of distribution looks like an inverted bowl,
this allocation is called also ‘inverted bowl phenomenon’. In the
remainder of this paper, the proposed algorithm starting with
the solution generated by the storage bowl phenomenon is
referred to as ALNS-BowlPh. It should be noted that this idea is
used to obtain the optimal buffer configurations for reliable lines
with variable processing times before. In this study, for the first
time, we have adapted this strategy as an initialization procedure
for unreliable production lines. We applied the storage bowl phe-
nomenon according to the following formula:

B ¼ fB2;2B2;3B2; � � � ;3B2;2B2;B2g ð4Þ
In this formula B2 (the first buffer location) is calculated by

dividing the total buffer capacity (N) to sum of all Bi’s. It should
be noted that the elements of the obtained buffer configuration
having non-integer values are rounded up the next integer value.
Then the total buffer capacity constraint is checked. If the obtained
buffer configuration does not satisfy the total buffer capacity con-
straint the excess elements are reduced from the beginning and the
end of the locations in the current buffer configuration. On the
other hand, to be keep the total buffer capacity constant, if it is
needed to add extra elements these values are added to the interior
buffer locations in the current configuration.

In the third initialization procedure, the storage bowl phe-
nomenon method is combined with the uniform distribution of
the buffers. After generating a buffer configuration according to
the storage bowl phenomenon, a second configuration is generated
by distributing total buffers into all buffer areas equally. Then two
configurations are combined according to the formula below (Eq.
(5)). In this formula, ‘BowlPh’ represents the configuration gener-
ated by the storage bowl phenomenon method, ‘Unif’ represents
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the configuration generated by uniformly, and ‘round’ represents
the rounding operator. The main idea of employing this strategy
is to obtain a better distribution of the buffers considering the
advantages of both strategies. It should be noted that while apply-
ing the uniform operator if the total number of buffer capacity can-
not be divided to K-1 exactly, the residual values are added to the
middle buffer locations. Numerical results also showed that this
initialization procedure yields quite good results as it is compared
to the other initialization procedures (see Section 4).

ALNS� SBowlPh ¼ round
BowlPhþ Unif

2

� �
ð5Þ

The proposed ALNS algorithm starting with this initialization
procedure is referred to as ALNS-SBowlPh in the remainder of this
paper. It should be noted that when generating initial buffer con-
figuration, if it is needed, the buffer values are rounded to integer
values for all considered initialization procedures.

3.2. Removal and insertion heuristics

In this study, two new removal-insertion operator pairs are pro-
posed to adapt the ALNS algorithm for solving the BAP. The first
heuristic is based on the location and value of the buffers and
the second one is based on the status of the machines.

3.2.1. Location-based removal and insertion heuristic
These operators are constructed based on the location and the

value of the buffers. In this heuristic, first a buffer configuration
is divided into sub locations called as Left Edge Elements (LEE), Right
Edge Elements (REE), and Centre Elements (CE) using the following
equations (Eqs. (6)–(8)):

L ¼ roundðK
4
Þ

BLEE ¼ ½B2;BLþ1� ð6Þ

R ¼ abs L� Kð Þ

BREE ¼ ½BRþ1;BK � ð7Þ

BCE ¼ ½BLþ2;BR� ð8Þ
In Eqs. (6)–(8), round stands for the rounding operator, and abs

represents the absolute value operator. Then the removal and
insertion operators are employed according to the rules depending
on the location and the values of the buffers as given in Fig. 2. In
Fig. 2, B denotes the current solution and Bnew denotes the tempo-
rary new solution. This heuristic allows us to smooth the buffer
Fig. 2. The rules for the proposed location-based removal/insertion operators.
configurations when the configurations have more wavy structure
especially in the case of random initialization. For example, assume
that we are dealing with the BAP in a 5-machine line and we have
totally 31 buffers to be allocated (see Fig. 3). Assuming the current
buffer configuration is B ¼ 5;9;7;10f g, using the Eqs. (5)–(7), the
elements of this configuration is determined as BLEE ¼ B2,
BCE ¼ ½B3;B4�; and BREE ¼ B5, respectively. As seen in Fig. 3, the max-
imum value of buffer is located at the last location, i.e. B5 having
the buffer capacity 10, and the minimum is at the first location,
i.e. B2 having the buffer capacity 5. After applying the Condition
(1) (see Fig. 2) to the current buffer configuration the new buffer
configuration is obtained as Bnew ¼ 7;9;7;8f g.

3.2.2. Machine status-based removal and insertion heuristic
This heuristic is constructed based on the status of the machi-

nes in the line. In a production line, if all buffers have infinite
capacity, the maximum throughput is equal to the throughput
value of the machine which has the lowest isolated efficiency in
the line that is calculated by Eq. (3). Therefore, to maximize the
throughput to the highest possible level, machine that have least
mean effective service rate never should be starved. The main
aim of this heuristic is to distribute the buffers among the machi-
nes to reduce the starving/blocking probabilities of the machines.

This heuristic is employed as follows. Two different buffer val-
ues (Bi, Bj) are randomly selected from the current buffer configu-
ration (i, j; i – j, j > i) and they are summed as in Eq. (9). The total
mean effective service rate (qÞ of the machines in front of these
buffers are calculated by Eq. (10). Then, the new values of the buf-
fers at these locations are calculated using Eqs. (11) and (12).

BSUM ¼ Bi þ Bj ð9Þ

qSUM ¼ qðiÞ þ qðjÞ ð10Þ

B
0
i ¼ bBSUMq ið Þ

qSUM
c ð11Þ

B
0
j ¼ dBSUMq jð Þ

qSUM
e ð12Þ

For example, again assume that we have a current buffer config-
uration B ¼ 5;9;7;10f g for a 5-machine line and there are 31 avail-
able total buffers (see Fig. 4). If the randomly selected buffer
locations are B2 and B4, then to employ this heuristic the mean
effective service rates of the second and fourth machines should
be calculated. After employing the Eqs. (10)–(12) to the data in
Table 1 (see Section 4), the new buffer configuration is obtained
as Bnew ¼ 6;9;6;10f g.
Fig. 3. The proposed location-based removal-insertion operators for solving the
BAP: 5-machine line example.
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the BAP: 5-machine line example.
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3.3. Adaptive mechanism

The adaptive mechanism aims to choose a removal-insertion
heuristic in a way that accounts for their outcomes at previous iter-
ations. The removal-insertion operator pair which improves the
throughput rate is recorded at each iteration. In this way, the prob-
ability of re-selection of the same operator pair for the next itera-
tion is enhanced. The selection is done using a roulette wheel
method. In this manner, the proposed ALNS algorithm is employed
to solve the BAP adaptively.

3.4. Increment-Decrement strategy

The Increment-Decrement (IncDec) strategy is proposed for
escaping the local optima during the search process. If a local opti-
mum (called l-opt) is reached, then the IncDec strategy is employed
to obtain new candidate solutions. In this strategy, two buffer loca-
tion pairs ((Bi, Bj), (i – j) and i, j 2 (2, . . ., K)) are selected in order
and the amount of the first selected buffer capacity is increased
by a certain amount while the other one is decreased by the same
amount. The value of this amount is determined at the initializa-
tion phase of the algorithm and it is systematically reduced to
search deeply as the search progresses. The IncDec value is set to
1 for the benchmark instance having 5-machine line and it is set
to 2 for the problems involving 9 and 10 machines. This value is
set to 1% of the total buffer capacity for the large-sized instances
as proposed by Demir et al [11]. It should be noted that the IncDec
strategy is implemented once after the initialization procedure in
order to quickly obtain the optimum solution for small-sized prob-
lems. After evaluating all neighborhoods in this way, the buffer
Table 1
5-machine line [53].

Machine 1 2

1/ri 11 19
1/bi 20 167

Table 2
Comparative results for the 5-machine line.

Method Optimal buffer configuration

1 2 3 4

Gradient-based search [53] 5 11 8 7
Gradient-based search [54] 7 10 10 4
DTL-TS [10] 7 10 10 4
ALNS-Random 7 10 10 4
ALNS-PaVi 7 10 10 4
ALNS-BowlPh 7 10 10 4
ALNS-SBowlPh 7 10 10 4
configuration producing the best throughput value is chosen as
the new solution for the next iteration.

3.5. Acceptance criterion

In the proposed ALNS algorithm not only the improved solu-
tions are accepted but also the worst solutions can be accepted
on a criterion based on the SA algorithm. A solution producing a
better result than the known best result during the search process
is always accepted. On the other hand, the worst solutions are
accepted with the probability m (Eq. (13)) where T is the current
temperature as in the SA algorithm.

# ¼ e�10000 Th Bð Þ�Th Bnewð Þð Þ=T ð13Þ
The current temperature is decreased during the course of the

algorithm as cT, where 0 < c < 1 is the cooling rate. c is a constant
and it is set to (K-1)/K in all experiments presented in this study.
This approach allows to make a diversification in the search space.

3.6. Termination criterion

The termination criterion is based on the improvement in the
objective function. If the best throughput value does not change
for 5K consecutive iterations, then the algorithm is terminated.
This number is determined by the preliminary tests.

The proposed ALNS algorithm is given in Algorithm 1. After gen-
erating an initial solution (Binit) by any of the initialization proce-
dures, the throughput of the initial solution is obtained by the
decomposition method. Following, a removal-insertion operator
pair is employed to the initial buffer configuration. The throughput
of each generated buffer configuration is calculated and then the
configuration yielding the best throughput value is chosen as the
current solution (B) for the next iteration. If a local optimum
(called l-opt) is reached, then IncDec strategy is employed to obtain
a new solution. Following, the new solution is evaluated and
updated according to the acceptance criterion. This procedure con-
tinues until the termination criterion is satisfied.

4. Computational experiments

The benchmark instances in the BAP literature were used to
evaluate the performance of the proposed ALNS algorithm. To be
able to make a fair comparison, only the studies employed decom-
position method as an evaluative tool were considered. As the CPU
time was not provided in the previous studies and the computa-
tional experimental environment were not same, the CPU time
comparison could not be carried out. Instead of this, the compar-
3 4 5

12 7 7
22 22 26

# of best solution Avg. throughput Avg. # of eval.

N.A. 0.4914 N.A.
N.A. 0.4943 N.A.
N.A. 0.4943 N.A.
10 0.4943 21.8
10 0.4943 14.5
10 0.4943 5.0
10 0.4943 10.0
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ison was conducted on the average number of evaluated buffer
configurations, i.e. how many throughput calculations were done
during the search process.

The proposed algorithm was implemented in the MATLAB
(R2016b). All experiments were conducted on an Intel (R)
2.40 GHz i5 processor with 4 GB of RAM. 10 replications were exe-
cuted for each instance and the average throughput values were
recorded as well as the average number of evaluated buffer
configurations.

The presented tables in this section provide the information on
the reliability parameters of the machines in the line, i.e. the mean
time between failures (MTBF = 1/bi), and the mean time to repair
(MTTR = 1/ri). All considered problems involve homogeneous pro-
duction lines; i.e. it is assumed that all the machines in the line
have same processing time which is one-time unit. The experimen-
tal analysis was carried out into 3 groups: small, medium and
large-sized problems. The performance analysis of the proposed
algorithm is presented in detail in the following subsections.

4.1. Small-sized problems

5-machine line: In the first example, the efficiency of the pro-
posed algorithm was tested for the 5-machine production line
where the specifics of the problemwere given in Table 1. The lower
bound for each buffer location was restricted by 4, and Nwas set to
31 for this problem. The results are presented in Table 2.

As can be noted from Table 2, the proposed algorithm yielded
the optimum throughput value, i.e. 0.4943, with the buffer config-
uration {7, 10, 10, 4} as it was reported in the previous studies
([10;54]). It should be noted that the gradient-based search algo-
rithm was employed in the studies of Ho et al. [53], who suggested
the problem for the first time, and Gershwin and Schor [54], while
tabu search was employed by Demir et al. [10].

It was observed that all the proposed initialization procedures
obtained the optimum solution for all ten runs but the proposed
ALNS-BowlPh reached the optimum solution at the average of five
evaluations which was the lowest value among the all initialization
procedures. The reason was that the BowlPh initialization proce-
dure yielded a configuration which was very close to the optimum
solution.

The aim of solving this small-sized example is to verify that the
proposed ALNS algorithm has capability to find the optimum solu-
tion. To be able to make more general comments on the perfor-
mance of the proposed algorithm, the experimental study is
extended to medium and large-sized instances.

4.2. Medium-sized problems

9-machine lines: In this example, a 9-machine line with differ-
ent reliability parameters, i.e. total of nine cases, were considered
(Table 3). This problem set was initially proposed by Shi and
Men [9] and later used by Demir et al. [10]. The constant total buf-
fer capacity was 160 for all cases. It should be noted that Shi and
Men [9] proposed a hybrid method combining nested partitions
with TS (NP/TS) for this problem while Demir et al. [10] employed
another TS method called as DTL-TS.

As in the previous example, the proposed ALNS algorithm
slightly yielded higher throughput values than other TS-based
methods (see Table 3). The number of average evaluations required
to reach the best solution for ALNS-SBowlPh was within the range



Table 3
Comparative results for 9-machine lines.

Case Machine
parameters

NP/TS [9] DTL/TS [10] ALNS-Random ALNS-PaVi ALNS-BowlPh ALNS-SBowlPh

bi ri Throughput Throughput Avg.
throughput

Avg. #
of eval.

Avg.
throughput

Avg. #
of eval.

Avg.
throughput

Avg. #
of eval.

Avg.
throughput

Avg. #
of eval.

1 0.3 0.05 0.108143 0.108147 0.108240 310.0 0.108240 165.5 0.108240 143.6 0.108240 129.9
2 0.3 0.10 0.200250 0.200255 0.200357 248.8 0.200357 222.4 0.200357 179.2 0.200357 138.5
3 0.3 0.20 0.345491 0.345495 0.345580 240.6 0.345580 190.0 0.345580 145.6 0.345580 124.8
4 0.3 0.30 0.452074 0.452077 0.452151 260.3 0.452151 199.7 0.452151 150.5 0.452151 130.2
5 0.3 0.40 0.532002 0.532006 0.532091 308.0 0.532091 280.8 0.532091 182.6 0.532091 151.5
6 0.4 0.05 0.088777 0.088782 0.088857 270.8 0.088857 232.9 0.088857 142.6 0.088857 132.7
7 0.4 0.10 0.166232 0.166236 0.166322 350.5 0.166322 267.1 0.166322 151.4 0.166322 143.4
8 0.4 0.20 0.293041 0.293046 0.293199 351.5 0.293199 201.4 0.293199 152.2 0.293199 139.7
9 0.4 0.30 0.390814 0.390819 0.390881 245.1 0.390881 215.0 0.390881 188.3 0.390881 147.9

Table 4
10-machine line [7].

Machine 1 2 3 4 5 6 7 8 9 10

1/ri 7 7 5 10 9 14 5 8 10 10
1/bi 20 33 22 22 25 40 23 30 45 20

Table 5
Comparative results for the 10-machine line.

Method # of best solution Avg. throughput Avg. # of eval.

DC [7] N.A. 0.64135 N.A.
DTL-TS [10] N.A. 0.64135 N.A.
ALNS-Random 8 0.64347 424
ALNS-PaVi 10 0.64348 396
ALNS-BowlPh 10 0.64348 376
ALNS-SBowlPh 10 0.64348 371
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of 124.8 and 151.5, whereas it changed between 142.6 and 188.3,
165.5–280.8 and 240.6–351.5 for ALNS-BowlPh, ALNS-PaVi and
ALNS-Random, respectively. Hence, it can be concluded that the
ALNS-SBowlPh has the best performance in terms of the conver-
gence speed. These experimental results showed the improving
effect of the SBowlPh initialization procedure. It should be noted
that the proposed ALNS algorithm obtained the best solution in
10 out of 10 replications for all initialization procedures, and the
solution time was recorded as between 6.4 and 10.7 s.

10-machine line: Nahas et al. [7] proposed this example
(Table 4). The maximum allowable total number of buffers was
270 for this problem. The degraded ceiling (DC) algorithm devel-
oped by Nahas et al. [7] and DTL-TS algorithm developed by Demir
et al. [10] were employed for solving this problem before.

The best throughput value obtained by the proposed ALNS algo-
rithm is 0.64348 with the buffer configuration {14, 20, 30, 53, 45,
27, 23, 25, 33}. The average number of evaluations required to
reach the best solution are 424, 396, 376 and 371 for ALNS-
Random, ALNS-PaVi, ALNS-BowlPh and LNS-SBowlPh, respectively
(Table 5). As in the previous examples, the proposed initialization
procedure SBowlPh is the best initialization procedure among the
Table 6
20-machine line [21].

Machine 1 2 3 4 5

bi 0.011 0.005 0.022 0.025 0.05
ri 0.039 0.016 0.166 0.085 0.18
Machine 11 12 13 14 15
bi 0.019 0.014 0.013 0.025 0.01
ri 0.074 0.099 0.111 0.178 0.09
others to obtain the best solution in terms of fast convergence.
When the performance of the proposed ALNS algorithm was eval-
uated in terms of the solution time it was observed that the CPU
time required to obtain the best solution was between 10 and 14 s.
4.3. Large-sized problems

20 and 40 machine-lines: The efficiency of the proposed algo-
rithm was tested for also large-sized problem instances. For this
purpose, the production lines of the 20 and 40-machine lines with
different reliability parameters were considered. The N value was
set to 400 for 20-machine and 400, 800 and 1600 for 40-machine
lines. These test cases were initially proposed by Li et al. [21].
The specifics of the 20-machine block were provided in Table 6.
The 40-machine line was composed by duplicating same 20-
machine blocks.

Comparative results were presented in Table 7. Li et al. [21]
compared fast algorithm (FA), proposed by the authors, to other
algorithms reported in the literature. As seen in Table 7, the pro-
posed ALNS-SBowlPh algorithm yielded 2.14%, 1.61%, 3.88% and
3.50% better results on average than the FA for each case, respec-
tively. Fig. 5 also shows that the proposed ALNS-SBowlPh algo-
rithm is the best one among the other algorithms in terms of the
solution quality. As it can be seen in both Table 7 and Fig. 5, the
efficiency of the proposed ALNS-SBowlPh becomes more apparent
for the large-sized instances. Moreover, Li et al. [21] stated that
‘‘pilot experiments show that if best throughput does not change
for five consecutive iterations, it will not change anymore”. So, it
can be inferred form this statement that the values reported by
Li et al. [21] are the best values that can be achieved by FA. It
6 7 8 9 10

2 0.021 0.017 0.013 0.011 0.016
6 0.105 0.116 0.136 0.043 0.139

16 17 18 19 20
4 0.001 0.006 0.013 0.059 0.038
4 0.015 0.061 0.046 0.184 0.134
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can be concluded that the proposed ALNS-SBowlPh is better than
FA in terms of the solution quality. When the performance of the
proposed ALNS-SBowlPh algorithm was evaluated in terms of the
solution time it was observed that the CPU time required to obtain
the best solution was between 65 and 81 s for the 20-machine line
and it was recorded between 267 and 338 s, which was acceptable,
for the 40-machine line. On the other hand, the solution time of the
FA algorithm was recorded as few seconds. One reason of the dif-
ferences in the solution time is the difference in the employed
decomposition method. In FA algorithm the authors employed a
three-machine-two-buffer decomposition method which reduced
the number of throughput evaluations significantly. The other rea-
son is that the proposed ALNS algorithm evaluates all the neigh-
borhoods of the current solution when applying IncDec strategy.
It should be noted that the BAP is a design problem and the design
problems are in the class of long-term strategic problems, so they
are generally solved once. Therefore, the solution quality is more
important than the search time as it is indicated by Talbi [55]. As
a result, this example shows that the proposed ALNS-SBowlPh
algorithm has a great capability for solving the BAP in a reasonable
computation time.

Fig. 6 shows the performance of the initialization procedures
used in the proposed ALNS algorithm. As it can be seen in Fig. 6,
the proposed SBowlPh initialization procedure drastically reduces
the number of throughput evaluations; i.e. search effort. It can be
inferred from this experiment that starting with a ‘good’ initial
solution significantly reduces the search effort as well as obtaining
better solutions, as can be seen in Fig. 6. So, it can be stated that the
proposed SBowlPh initialization procedure yields very good initial
solutions for unreliable production lines.

4.4. Discussion

Table 8 summarizes the improvements achieved by the pro-
posed ALNS algorithm over the best-known algorithm in the liter-
ature for all examined cases. As seen in Table 8, the proposed
ALNS-SBowlPh algorithm yielded better results than other meth-
ods reported in the literature. Moreover, the efficiency of the pro-
posed algorithm becomes more apparent as the problem size
increases. It should be noted that the experiments indicate that
the computational complexity of the proposed ALNS algorithm
appears to be of the order of O(K2) in terms of average number of
evaluations, where K is the number of the machines in the line.

Table 8 also shows the employed proportions of the proposed
removal-insertion operator pairs for in case of each initialization
procedure. As it can be seen in Table 8, the machine status-based
removal-insertion heuristic is employed on average 76.5% of the
cases where the removal-insertion operator is applied. Since the
machines in the line are subject to breakdown, the proposed
machine status-based removal-insertion heuristic is the dominant
operator as it is expected. Moreover, the usage of this operator pair
increases as the problem size increases as presented in Table 8.

Although the structure of the ALNS algorithm is very simple and
the algorithm can yield very promising results for the BAP as it can
be inferred from the experimental results in this section, there is
always possibility to get stuck at the local optima because of the
neighborhood-based structure of the algorithm. In the proposed
ALNS algorithm this drawback is overcame by employing Inc-Dec
strategy. This strategy is used not only to escape the local optima
but also used to improve the solution quality. On the other hand,
evaluating all neighborhoods while applying the Inc-Dec strategy
increases the solution time of the algorithm.

The experimental results presented so far show that the pro-
posed ALNS-SBowlPh algorithm is the best algorithm among the
methods reported in the literature. As the differences between
the throughput values obtained by the methods seemed to be



Fig. 5. Comparison of the FA and the proposed ALNS algorithm.

Fig. 6. Comparison of the initial

Table 8
Summary of experimental results.

Case Initialization procedure Imp. over the best al

(5, 31) Random 0.0
PaVi 0.0
BowlPh 0.0
SBowlPh 0.0

(9, 160) Random 0.05
PaVi 0.05
BowlPh 0.05
SBowlPh 0.05

(10, 270) Random 0.33
PaVi 0.33
BowlPh 0.33
SBowlPh 0.33

(20, 400) Random 0.82
PaVi 1.33
BowlPh 1.64
SBowlPh 1.85

(40, 400) Random 0.76
PaVi 0.97
BowlPh 1.32
SBowlPh 1.59

(40, 800) Random 1.99
PaVi 2.18
BowlPh 2.29
SBowlPh 2.39

(40, 1600) Random 1.81
PaVi 3.09
BowlPh 3.34
SBowlPh 3.42

M. U. Koyuncuoğlu, L. Demir / Engineering Science and Technology, an International Journal 24 (2021) 299–309 307
small, the Wilcoxon signed-rank test was employed to determine
whether the difference between the throughput values were statis-
tically significant. The following null hypothesis was tested at the
0.05 significance level:

H0: f(Literature Best) -f(ALNS-SBowlPh) = 0
In Table 9, the Wilcoxon test having a p-value of 0.001 indicates

that the differences between the throughput values are statistically
significant. Considering all experiments presented in this section
the proposed ALNS-SBowlPh algorithm yielded very promising
results in solving the BAP. Moreover, it was observed that the pro-
posed SBowlPh initialization procedure significantly reduced the
throughput evaluations in obtaining the best solution. Overall, it
can be stated that the proposed ALNS-SBowlPh algorithm is an
effective algorithm for solving the BAP in unreliable production
lines.
ization procedures in ALNS.

g. (%) The proportion of the removal-insertion heuristics

Location-based (%) Machine status-based (%)

54 46
0 0
0 0
0 0
49 51
27 73
14 86
14 86
30 70
29 71
27 73
21 79
23 77
17 83
16 84
15 85
13 87
17 83
18 82
19 81
10 90
18 82
14 86
10 90
10 90
19 81
12 88
9 91



Table 9
Result of the Wilcoxon signed-rank test.

Null Hypothesis Test Sig.
(p)

Decision

The median of differences between
Literature Best and ALNS-
SBowlPh equals 0

Related
samples
Wilcoxon
Signed Rank
Test

0.001 Reject the
null
hypothesis
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5. Conclusion

The BAP is one of the major optimization problems in designing
production lines. Solving this problem optimally is considerably
difficult due its stochastic and nonlinear nature. In this study, an
ALNS algorithm is proposed to solve the BAP for unreliable produc-
tion lines which are widely encountered in manufacturing systems.
It is well-known that ALNS algorithm is very successful for solving
the vehicle routing problems. In this study different from the liter-
ature, for the first time, ALNS algorithm is employed to solve the
problem of designing a production line. For this purpose, two dif-
ferent removal and insertion operator pairs are proposed. The
selection of operators is done in an adaptive way. Moreover, a
new initialization procedure based on the well-known storage
bowl phenomenon is proposed and embedded into the proposed
ALNS algorithm to improve the search efficiency. The BAP is solved
for throughput maximization and benchmark instances are used to
evaluate the performance of the proposed algorithm.

The experimental study proved that the proposed ALNS algo-
rithm yields better results than other methods for all considered
benchmark instances. Moreover, it was observed that the proposed
initialization procedure, i.e. SBowlPh, significantly reduced the
search effort. In addition, the efficiency of the proposed algorithm
is more apparent especially for long lines, i.e. 20 and 40-machine
lines. In summary, it can be stated that the proposed ALNS-
SBowlPh algorithm yields very promising results for solving the
BAP in unreliable production lines.

In this study, to prove the efficiency of the proposed ALNS algo-
rithm hypothetical production lines were considered. However, the
proposed algorithm has a great potential to solve the real-life buf-
fer allocation problems. In this respect, as a future study, the per-
formance of the proposed algorithm can be tested for other type
of production systems, such as split and merge or assembly/disas-
sembly lines which are encountered in many industries. Moreover,
while the problem is considered from a throughput maximization
perspective in this study, solving the BAP for total buffer capacity
minimization could also be very valuable in the presence of budget
constraints. Hence, our study can be extended to minimize the
total buffer capacity using the proposed ALNS algorithm. Lastly,
dealing with work-in-process (WIP) minimization in solving the
BAP can be another future research direction. Since, the WIP costs
are not desirable by the managers it could be very valuable to deal
with the problem in this respect.
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