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Abstract: The use of robotic systems in logistics has increased the importance of precise positioning,
especially in warehouses. The paper presents a system that uses virtual fiducial markers to accurately
predict the position of a drone in a warehouse and count items on the rack. A warehouse scenario is
created in the simulation environment to determine the success rate of positioning. A total of 27 racks
are lined up in the warehouse and in the center of the space, and a 6 × 6 ArUco type fiducial marker
is used on each rack. The position of the vehicle is predicted by supervised learning. The inputs are
the virtual fiducial marker features from the drone. The output data are the cartesian position and
yaw angle. All input and output data required for supervised learning in the simulation environment
were collected along different random routes. An image processing algorithm was prepared by
making use of fiducial markers to perform rack counting after the positioning process. Among the
regression algorithms used, the AdaBoost algorithm showed the highest performance. The R2 values
obtained in the position prediction were 0.991 for the x-axis, 0.976 for the y-axis, 0.979 for the z-axis,
and 0.816 for the γ-angle rotation.

Keywords: drone; positioning; indoor; virtual fiducial marker; warehouse; aruco; logistics

1. Introduction

A drone is a type of unmanned aerial vehicle. It is a type of robotic aircraft that has
sensors on it and can move remotely or autonomously. Initially used for military purposes,
drones have entered almost every aspect of our lives thanks to developments in drone
technologies. While in the recent past we could only talk about drones that could only
carry a tiny camera, today it is possible to talk about drones that can carry large amounts
of payload, have dozens of sensors, and can operate autonomously, solo, or in a swarm
in more complex environments. Due to their high mobility and flexibility, drones are
frequently used in the defense, surveillance, agriculture, health, search and rescue, mining,
entertainment, and logistics sectors [1–3]. Having a wide range of applications outdoors,
drones are now also used in many ways and in indoor environments as indispensable
systems. While drones continue to function as indispensable aircraft in all areas of our lives,
the increasing use of drones has accelerated the study of scientists to increase the capability
of drones. Most of these studies have focused on navigation systems independent of the
Global Navigation Satellite System (GNSS), especially for the autonomous movement of
aircraft indoors [4].

The rapid advances in technology in recent decades have led to major advances in
navigation systems. Much of this technological progress has led to new tools, equipment,
and devices. Nevertheless, the techniques used by today’s most advanced navigation
systems and the navigation methods used by mariners centuries ago are based on the same
fundamentals. These navigation systems are basically divided into two, namely relative and
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absolute [5,6]. Relative systems are methods in which the change is calculated by means of
information taken from the components of the vehicle to be navigated. It is cost-effective
because it can be measured with the apparatus on the vehicle and can be performed
with some basic techniques. In relative systems, no external information is received.
The calculation of the current position is based on the collected data. However, various
factors such as measurement error, accuracy, noise, friction, or minor calculation errors also
accumulate over time. Although various techniques are applied for filtering and correction
purposes, this error accumulation may become unrecoverable as the working time increases.
To overcome this problem, absolute positioning systems have been developed. In absolute
positioning systems, position calculation is made with the information obtained from
reference points in the environment. The reference points used in this method should be
established as an infrastructure and maintained as long as the system is required to work.
In this case, although very high-performance results are obtained; absolute systems are
cumbersome and quite costly. Today, hybrid systems, in which both relative and absolute
systems are used together, are the most robust method in autonomous or unmanned vehicle
technologies.

In recent years, positioning studies have been conducted for many vehicles with
different functions such as aircraft, autonomous vehicles, and remotely operated vehicles.
These studies vary according to the target area. In GNSS studies, coordinate data produced
in two dimensions, namely latitude and longitude, can be used. Elevation data can also
be measured with GNSS, but this is not preferred because they give predicted values. For
this reason, elevation data from sensors such as barometers and distance meters can be
added to the coordinate data for three-dimensional positioning. In such applications with
GNSS and auxiliary sensors, rotary wing (quadrotor) and fixed-wing aircraft have been
used [7,8]. However, the GNSS system cannot be used in indoor environments such as
valleys, caves, buildings, and tunnels due to reflection and signal penetration problems. In
addition, GNSS cannot be used in some restricted areas due to signal jamming or deception.
All these situations are called GNSS-denied environments [6,9–13].

Navigation of an autonomous vehicle is a complex set of processes, including path
planning to reach a target point quickly and safely depending on the environment and
location. In order for the vehicle to perform the task, it needs to know its position, speed of
movement, directional information, and the location of the target point [14]. In systems
such as autonomous or remotely operated vehicles, it is inevitable for the vehicle to interact
with the environment during the execution of tasks. The tasks include various elements
such as start-stop points, fixed and mobile obstacles, and friendly-enemy elements. The
most important problem when defining a task is to determine the location of these elements
in the environment [15–18]. There are many techniques using proximity sensors, radio
frequency (RF) signal measurement, image/video processing, scanners, radar, and GNSS
for positioning.

The first of the alternative methods proposed for relative positioning is dead reckoning
with systems such as the accelerometer, gyroscope, compass, and encoder [19–21]. During
these calculations, errors accumulate due to friction, noise, and inaccurate measurements.
For this reason, the use of these methods alone is not preferred in current times except in
cases of necessity.

Another preferred method for indoor positioning is Simultaneous Localization and
Mapping (SLAM) [22–24]. SLAM is a method for robots and autonomous vehicles to
navigate and build a map of their surroundings using sensors and algorithms. SLAM
algorithms are used not only indoors but also outdoors and enable the mapping of the
unknown environment. SLAM is the creation of instant maps of a vehicle’s environment
and the ability to calculate the positions of objects with high accuracy through a series
of operations (such as matching and transformation) based on changes between maps
stored in memory. Studies within this scope are sometimes called map matching. With
this method, it is possible to perform road planning or obstacle avoidance operations
according to the task description, thanks to the positions calculated according to the vehicle.
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SLAM systems work with built-in sensors as data sources; however, they have properties
of both relative and absolute positioning systems, as they infer reference points from the
environment.

Laser Imaging Detection and Ranging (LIDAR) is very popular in the field of SLAM
because it works very effectively, easily, and with high precision in environmental map-
ping [25,26]. LIDAR works with laser distance measurement. With the scanning method,
the area or volume is scanned at certain angular intervals. As a result of the scanning
process, a point cloud, which is an array of angle and distance information, is obtained
and the environment map is calculated from this point cloud. LIDAR systems can provide
very precise results in terms of positioning. However, LIDAR beams reflected from mirrors,
glass, or shiny reflective surfaces cause inaccurate maps to be created. In addition, flat or
repetitive structures, which are frequently encountered indoors, can be misleading in map
matching. Today, robot vacuums that are widely used in our homes and many autonomous
guided vehicles used in factories use this system [26–29]. There are also LIDAR applica-
tions in aircraft for both positioning [25,30] and obstacle avoidance [31]. SLAM, is a key
technology for autonomous guided vehicles (AGV) and warehouse robotics [32–36]. The
best practices for implementing SLAM in AGVs and warehouse robotics include using
sensors that provide accurate and reliable data, using filtering and optimization techniques
to process the sensor data, using a suitable map representation, regularly updating, and re-
fining the map, and integrating SLAM with other algorithms and systems. These practices
can help improve the accuracy and robustness of the localization and mapping predictions
and enable the AGV or warehouse robot to perform its tasks efficiently and safely.

One of the most widely-used absolute positioning techniques for indoor and GNSS-
denied environments is the use of reference transmitters that emit electromagnetic and
audio signals to enable positioning [37–40]. These methods, like GNSS, suffer from re-
flection and attenuation problems. However, these systems are mapped according to the
structure of the existing confined space, and by model matching, unique patterns (finger-
prints) are found for the locations. The absorption and reflection of signals on materials
depend on a variety of conditions, and various changes in the installation environment,
such as the number of living things, their movements, other signal sources, temperature,
humidity, erosion, changes in the structure, etc., can significantly alter the pattern created
by the absolute reference system. Today, such positioning systems can produce highly
accurate results when machine learning is used, and data is collected over long periods
of time. Navigation systems using radio waves can be classified according to the follow-
ing three methods. The first is Methods Using the Radio Field Strength of Wireless Base
Stations, in which the use of radio waves for measurement is known to have a limit of
accuracy in location prediction. It is assumed that the location information of two or more
wireless base stations installed in the environment is already known in this method and the
position of the object terminal is predicted based on the radio field strength and the location
information from the base stations [41]. To achieve high accuracy in location prediction by
this method, the wireless radio wave from each base station is measured at an arbitrary
location, and the relative position relationship between the base stations and the object
terminal is predicted using the measurement result. Furthermore, a sufficient number
of radio base stations should be placed in the environment in proportion to the location
prediction accuracy [42]. However, since the state of a radio wave changes dynamically
a lot with the density of people in the environment, various environmental conditions,
or obstacles in the environment, improving the accuracy of these methods can be quite
challenging. Furthermore, if the radio base stations are moved, it is necessary to remeasure
the radio wave power each time and to make a correction according to this new value.
The second method uses the arrival time delay of the radio wave from the radio base
stations, where the position is predicted based on the difference between the transmission
time of the radio wave from the base stations and the arrival time at the receiver [43]. In
order to use this method for location prediction in a confined space, one has to deal with
a number of problems, such as interference from radio waves other than the direct wave
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generated on a wall, reflection from the ceiling, etc. [44]. In addition, as mentioned in
the previous method, a large investment in facilities and equipment is required since the
required number of radio base stations must be set up for the accuracy of the location
prediction in the environment. The terminal will also need a receiver with a sufficient
time resolution function. The third is to realize location prediction using Radio Frequency
Identification (RFID). For this, several active types of RFID are placed in the location area
and the location is predicted by taking the location information that each RFID sends to an
object terminal [45]. Since RFID has weaker radio signal power than a general radio base
station and the area that an RFID can cover is small, it is necessary to install a large amount
of RFID in the area to achieve high location prediction.

Visual positioning is another alternative absolute and relative positioning system.
In visual absolute positioning, cameras are placed at multiple fixed points outside the
target/tracked vehicle to be positioned, and the location of the target is predicted by means
of these cameras. Examples of these systems are the VICON and Leica systems [11,46–48].
In the relative system, it works by means of a camera or cameras placed on the vehicle.
In today’s autonomous vehicle technology, visual relative position prediction, or in other
words relative odometry, is performed using monocular, stereo, and omnidirectional vision
techniques [49,50].

Ultra-wideband (UWB) positioning is a technology that uses radio signals to determine
the location of an object or person. UWB positioning systems are highly accurate and
provide real-time location data with high precision [51–53]. These systems are useful for
applications such as navigation and tracking. UWB signals have a low power density,
allowing them to be used in environments where other positioning technologies may not be
suitable. In contrast, positioning using established wireless communication infrastructures,
such as WiFi or Bluetooth, is low cost but has low immunity to interference and absorber
sources, resulting in moderate accuracy and precision [39,40].

RFID, UWB, and Absolute Visual Positioning systems, which are among the tech-
niques developed in indoor positioning, require expensive infrastructure. GNSS is almost
inoperable for closed areas. If infrastructures such as Bluetooth and Wi-Fi already exist
in the workplace, quite high performance can be achieved, but these infrastructures are
generally not available in empty areas such as warehouses. In cases where SLAM is used
alone, it is not suitable for long-term operation as error accumulation occurs. Visual odom-
etry or visual SLAM systems cannot show the desired performance in uniform structures
such as warehouses. For these reasons, there is a need for a low-cost, easy-to-install, and
high-performance system. This study aimed to provide the following contributions with
the proposed method:

1. A solution is presented for the problem of indoor 3D positioning and pose prediction
for low-cost and high-performance indoor positioning.

2. The proposed method allows for more accurate location prediction compared to
existing methods, including the calculation of the theta angle for position prediction
of the aircraft.

3. The system enables autonomous navigation of the entire warehouse area, recognition
of racks, reading of barcodes on shelves, and product counting.

4. A novel drone application for warehouse automation is proposed as an alternative to
systems such as flying autonomous guided vehicles.

The following sections of the paper first present the materials and methods used in the
study, followed by a discussion of the advantages and disadvantages of the proposed sys-
tem and the findings obtained from its application. The final section provides information
on the current stage of the study and potential future research directions.

2. Materials and Methods

In this study, a warehouse environment was first prepared in simulation. Data collec-
tion was performed by following random routes through the simulation. In addition to the
drone’s movement on three axes, it was also made to perform yaw and pitch movements.
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During the navigation through the simulation, the drone was moved 5 cm steps each time
in any direction, and the camera on the drone took at least one camera image during each
movement. The presence of the ArUco tag in the image was detected, and based on the tag
ID, the presence or absence of the tag, the coordinates of the tag in pixels in the camera,
and the area of the tag were calculated. The actual location information of the aircraft is
taken to be used as an output value in machine learning prediction. A regression model
was created for each location data. With the regression models, instantaneous position and
pose predictions are generated wherever the aircraft’s camera sees AR tags and the error
value is calculated. Virtual Fiducial Marker (VFM) data collected for the drone, whose
actual location is known thanks to the simulation system, were used in machine learning
and location prediction was performed. For this process, data were collected from a total of
11,703 points. These data were divided into test and training data. 8778 data were used as
training data and 2925 data were used as test data, and the operation of the system was
tested by performing location prediction on a given route.

2.1. Simulation Environment and Data Collection

To simulate the operation of the system in the CopelliaSim simulation program,
a 10 m × 15 m × 5 m indoor warehouse simulation setting was prepared. During the
preparation of the dataset for supervised learning, 200 rounds of flights were made at
random start-stop points, heights, directions, and rotations in the warehouse model. During
the flights, VFM data were collected automatically, and feature extraction was performed.
VFM, marker size, x and y pixel coordinates of the marker on the camera, and marker
separators were used. A total of 27 racks in a series of 6 compartments were positioned in
the center and around the warehouse. The racks were placed at 90◦ angles in two corners
of the warehouse and 135◦ angles in the other two corners. Different numbers, colors, and
sizes of boxes were added to each shelf. A barcode tag was added to each of the 303 boxes
in the warehouse. Barcode tags were attached to the upper right corner of each box. In
addition, each of the 27 racks used in the simulation was labeled using a 6 × 6 ArUco type
VFM. The position of the ArUco markers was set to the upper right corner of each rack
and numbering was done counterclockwise. The view of the simulation environment from
different angles is shown in Figure 1a,b. In the simulation environment, the drone, which
was planned to move on all three axes, was made to move in 5 cm steps on a single axis
each time. The yaw angle of the drone at each step was also set to 5◦. In other words, it
performs a complete 360◦ rotation in 72 steps. During the flight of the drone, it was allowed
to oscillate as in real dynamics. In the simulation environment, the drone position, pose and
drone camera information was received during the movement. At each step of the drone
moving on any axis and in any rotation, a camera image was taken. VFM markers were
read from the image taken from the camera and according to the tag ID, the presence or
absence of the tag, the coordinates of the tag in pixels in the camera, and the area of the tag
were inferred. Barcodes on the boxes on the shelves were also read from the camera image.
The barcode data were used for stock control and warehouse space occupancy detection.
In addition to these data, the compass information of the aircraft was also obtained. The
actual location information of the aircraft is taken to be used as an output value in machine
learning prediction. A regression model was created for each location data. With the
regression models, the instantaneous position and pose of the aircraft in each region where
it sees VFM were predicted and the error value was calculated.
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2.2. Detection of Fiducial Markers and Placement in the Simulation Environment

There are two image-based techniques that can be used to locate moving objects in
an environment: marked and unmarked. In addition to the unmarked tracking method,
in which the colors, patterns, and features of the target are extracted and the difference
between the images is compared, there are also marked tracking methods used in devices
equipped with cameras. In marked tracking, none of the extracted features need to be
known in advance. However, the feature extraction and matching processes require lots of
calculations to be carried out. This calculation process takes a lot of time. In contrast, pose
information with markers can be realized quickly and accurately. This is an advantage in
applications where markers are used.

VFMs are a type of graphical marker created for use by machine vision systems. The
main purpose of these markers is to detect the position and pose of the marker with high
accuracy and precision in the fastest way possible. These graphical markers are designed to
be used on a flat surface. Each marker has its own identity and a corresponding graphical
representation that is recognized by computer vision algorithms. They are used in fields
such as augmented reality, robotics, medicine, aviation, meteorology, and physics [54].
Many different types of VFMs can be encountered in the studies. If desired, it is possible to
create our own VFM tags in each type and format. A few examples of the most used ones
are given in Figure 2.
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ArUco tags are the most common type of visual VFM used in image processing
techniques. ArUco markers consist of identical white square boxes. These white boxes are
placed on a black background to distinguish them from other objects and make them easier
to get detected by cameras. Each ArUco marker points to a specific chunk of information
corresponding to a binary code. Fractal, circular, and square types of ArUco markers are
more common [56]. If an ArUco marker is not specially produced, the square form is the
most common. Usually, their sizes are 3 × 3, 4 × 4, 5 × 5, 6 × 6, and 7 × 7. The process of
finding ArUco tags is shown in Figure 3. In this process, the image is first turned into a
binary value according to a selected threshold value. The selected threshold value is very
close to black as Aruco markers have a black background. The result is a binary image. If a
square AR marker is used, black squares are searched for in the binary image. The detected
black square is then corrected for rotation, scaling, and skew to make it a full square. The
binary values in the square image are divided into a grid according to the type of marker
encoding searched for. The example in Figure 3 uses an 8 × 8 grid. Each frame is assigned
a marker code [57]. Thanks to the encoding, the direction, orientation, and code (bracket
value) of the marker can be extracted.
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Figure 3. ArUco marker detection.

ArUco markers can be used for pose prediction, which makes distance measure-
ment possible. However, the low detection efficiency and detection rate during the use
of ArUco markers for pose prediction greatly affect the measurement result [58]. Depth
sensing/measurement and target detection are of great importance in industrial automa-
tion systems. Monocular vision-based image processing, which emerged in the late 1960s,
has become popular due to its simple equipment requirements, low cost, and easy opera-
tion [58]. In order to detect distance using image processing techniques, many scientists
have worked on the perspective imaging technique. In this technique, it is possible to mea-
sure distance by predicting the pose of the target. To achieve a high detection rate and low
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false positive rate, ArUco markers proposed by Rafael Munloz and Sergio Garrido [55,58]
aim to maximize the distance between markers and the number of bit transitions. The
four corner points of the markers used in pose prediction are the intersection of four edges
obtained by straight line fitting. There is a corner jitter problem and the accuracy of the
corner coordinates is greatly affected by the accuracy of the straight-line fitting [58]. ArUco
markers are widely used in AR applications. Recently, they have become popular as a
reliable navigation method in indoor environments and in areas where GNSS signals are
not available. Especially for the landing and navigation of drones and helicopters, which
is called Vertical TakeOff and Landing (VTOL), has become a method frequently used
by researchers.

2.3. Machine Learning Algorithms and Regression

The system aims that the aircraft could perform positioning based on the images it
collects instantaneously. The block diagram showing how the designed system works
is shown in Figure 4. Since supervised learning and regression are used in the machine
learning phase of the system, the inputs and outputs must first be defined in the data
collection process. ArUco markers are special types of reference markers that can be used
for a variety of applications including augmented reality, robotics, and machine vision.
ArUco markers are designed to be easily recognizable by machine learning algorithms and
have many distinctive features that make them well-suited for this purpose. The features
of ArUco markers used as inputs for machine learning in this study are listed below:

• ArUco ID: Each ArUco beacon has a unique identifier code that can be read by a
machine learning algorithm, allowing it to distinguish one beacon from another. This
is especially useful for applications where multiple markers need to be defined and
tracked simultaneously.

• ArUco Area: ArUco markers come in a variety of sizes allowing them to be used in a
variety of applications. This is particularly useful for applications where markers must
be placed in different environments, as different marker sizes can be used to optimize
detection performance. Markers were added to the dimensions of 20 × 20 cm in the
study. However, the areas of these markers in pixels vary according to their distance
from the camera.

• ArUco Camera Coordinates: These are the vertical and horizontal axis coordinates of
the center of the marker, in pixels, when ArUco markers are detected on the camera.

The actual position x, y, z of the vehicle in the simulator and the pose angle (yaw) γ,
which is the rotation on the z-axis, were used as regression outputs. The dataset was split
into 75% training and 25% testing. After data splitting, standardization was performed
on the training data. In the training phase, the learning algorithms mentioned in the next
section were used and the algorithm with the highest performance was selected as the
model according to the regression metrics obtained from the algorithms.

2.3.1. Regression Algorithms
K-Nearest Neighbor

The K-Nearest Neighbors (KNN) algorithm is a learning algorithm based on the
values of the k-nearest neighbors. The KNN algorithm is a nonparametric method for both
classification and regression. It was first applied for the classification of news articles [59].
When learning with the KNN algorithm, the distance of each data point from the other
in the analyzed dataset is first calculated. This distance is calculated using Euclidean,
Manhattan, or Hamming distance function. Then the average of the K nearest neighbors
is calculated for each data point. The value of K is the only hyper-parameter of the KNN
algorithm. When deciding on the value of K, if K is too low, the boundaries will jitter and
overfitting will occur. If K is too high, the separation boundaries will be smoother and
underfitting will occur. The disadvantage of the KNN algorithm is the distance calculation
process as it increases the number of data, thus the computational load.
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The K-Nearest Neighbors (KNN) algorithm is a nonparametric method used for
classification and regression [59,60]. In the KNN algorithm, the distance of each data point
to all other data points in the dataset is calculated using a distance function such as the
Euclidean, Manhattan, or Hamming distance. The average of the K nearest neighbors is
then calculated for each data point. The value of K is the only hyperparameter of the KNN
algorithm, and selecting an appropriate value is crucial to avoid overfitting or underfitting.
However, the distance calculation process can be computationally expensive when working
with large datasets. One of the key advantages of the K-NN algorithm is its simplicity. It is
easy to implement and understand, and it requires little preprocessing of the data.

Adaptive Boosting

The Adaptive Boosting (AdaBoost) algorithm is a type of ensemble method that creates
a stronger learning structure by using weak learners. Typically, a single-level decision tree
algorithm is employed as a weak learner because of its low computational cost. AdaBoost
consists of four steps: running N weak learners, calculating their error values, increasing
the weight of learners with high error, and summing the learners with their assigned
weights [61–63]. As the number of learners increases, so does the computational cost and
learning performance.

Random Forest

The Random Forest (RF) algorithm generates a forest of decision trees by selecting
random samples and features at each decision node. To implement the random forest (RF)
algorithm, a random subset of the data is selected and a random subset of the features in
the data is also selected. These data and features are used to train a decision tree, which is
a model that makes predictions by creating a set of rules based on the data. This process
is then repeated multiple times using different subsets of the data and features each time,
resulting in a forest of decision trees. To make a prediction for a new data point, the data
point is passed through each decision tree in the forest and the predictions made by each
tree are averaged to produce the final prediction of the RF algorithm [64–66].
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Extreme Gradient Boosting (XGBoost)

Extreme gradient boosting (XGBoost) is a type of gradient boosting algorithm that is
designed to be fast and efficient. It uses a gradient descent algorithm to fit decision trees
one at a time, and each tree is designed to correct the mistakes of the previous trees in the
ensemble [67]. To implement the extreme gradient boosting (XGBoost) algorithm, the first
step is to initialize the model by defining the hyperparameters, such as the learning rate
and the maximum depth of the trees. The next step is to train the first decision tree on
the data using the gradient descent algorithm. The prediction made by this tree is then
used to calculate the residual error between the prediction and the true value. This error
is then used as the target variable for training the second decision tree. This process is
repeated for additional trees, with the updated residual error being used as the target
variable each time. When all of the trees have been trained, the final prediction is made by
summing the predictions made by each tree. XGBoost is a fast and efficient algorithm that
can handle large and complex datasets. It is highly customizable, and the performance can
be improved by adjusting the hyperparameters. However, it can be difficult to interpret the
results and can be sensitive to overfitting if the hyperparameters are not carefully chosen.

Artificial Neural Networks-Multilayer Perceptron

Neural networks are computational models inspired by the nervous system. They are
information-based and consist of processing units called artificial neurons connected by
interconnections called artificial synapses. Neural networks are used in many fields such as
curve fitting, pattern recognition, and optimization. Multilayer neural networks consist of
one or more hidden neural layers and are used to solve various problems in areas such as
pattern recognition and system identification [68]. A multilayer perceptron (MLP) is a type
of neural network that has at least one hidden layer between the input and output layers.
The network is trained in a supervised process, where the input data are presented to the
network along with the corresponding desired output. The weights of the connections
between the neurons are adjusted to minimize the error between the predicted output and
the desired output. The information flows from the input layer through the hidden layers to
the output layer, and traditional MLP networks do not have any feedback from the output
or hidden layers. This type of network is versatile and has wide-ranging applications
in areas such as curve fitting, pattern recognition, and system optimization [68]. When
updating the weights in the backward phase of the Multilayer Perceptron algorithm, which
produces successful results in non-linear systems, the weights in the hidden and output
layer are updated separately. The momentum coefficient is used to generalize the algorithm.
The values in the dataset need to be normalized.

2.3.2. Performance Evaluation and Model Selection

There are several model evaluation techniques, but some of the best-known ones are
percentage split and cross-validation. It is essential to use training and test datasets in the
evaluation process. Percentage split is the most basic method. In this method, all data
are divided as training and tested manually. The training dataset is used for the learning
process and the test dataset is used for performance evaluation. However, the results of the
evaluation may not be reliable since the training and test data in the dataset do not have
the same distribution, outliers are not equally distributed, etc. For this reason, the Cross-
Validation method has been developed. In this method, training and test data are integrated
and converted into a single dataset. All data are divided into K equally sized subsets. The
value of K also called the number of folds, is determined by the user. Then, learning and
testing are carried out for each of the K subsets, where one of the subsets will be the test
and the other will be the training dataset. As a result, performance metrics are obtained
for each subset. The average of the performance metrics is considered the performance
metric of K-Fold Cross Validation. K-Fold Cross Validation is known to produce more
reliable results than other methods. However, since learning and testing for each subset
are done separately for all subsets, the total time is longer than other methods [58]. The
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main criteria used for performance evaluation and model selection are called metrics. The
most used regression metrics for navigation are error-based measures such as Mean Square
Error, Root Mean, and Absolute Error (MAE) [31,51,69–72]. In addition, the coefficient of
determination (R2) can be used to determine the relationship between the ground truth and
the calculated one. The MAE and R2 metrics used in regression performance evaluation
are given in Table 1 [73–75]. For the equations in Table 1 ŷj the predicted value, yj is the
actual/observed value, and and y is the average of the observed values. In this paper, the
error value calculation is purely the difference between the actual/observed position and
the predicted position.

Table 1. Performance metrics for regression.

Metric Equation

Mean Absolute Error (MAE) MAE = 1
n

n
∑

j=1

∣∣∣yj − ŷj

∣∣∣
R Coefficient of Determination (R-Square, R2) R2 = 1 − ∑n

j=1(yj−ŷj)
2

∑n
j=1(yj−y)

2

2.4. Warehouse Navigation and Rack Occupancy Detection Algorithm

In the indoor warehouse simulation environment where we performed our positioning
study with the help of AR tags, warehouse inventory counting was performed. While
the drone moving in the warehouse environment filled with boxes with barcode tags was
performing positioning wherever it saw AR tags, inventory counting was performed by
reading the barcode tags in the same image. The flowchart of the program we used for
inventory counting is shown in Figure 5 and screenshots of the operations performed
during inventory counting are shown in Figure 6a. Detection of ArUco in the warehouse
area, b. Rack mask extraction in scale according to ArUco size, c. AND operation of the raw
color image with mask, d. Gray scale conversion of the image, e. Making a binary image
with threshold adjustment, f. Blurring the image, g. Morphological gap closure, h. Bit-wise
inversion of the image and bubble detection).
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Figure 6. Inventory counting process steps screenshots: (a) Detection of ArUco within the warehouse
area; (b) Rack mask extraction to scale by ArUco size; (c) AND operation of raw color image
with mask; (d) Converting the image to gray scale; (e) Making a binary image with threshold
adjustment; (f) Blurring the image; (g) Morphological gap closure; (h) Bitwise inversion of the image
and bubble detection.
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3. Results and Discussion
3.1. Data Collection Findings and Evidence
3.1.1. X-Axis Positioning

The results of the prediction process by taking the x-axis as output are presented
in Table 2. According to this table, AdaBoost is the learning algorithm with the highest
correlation and the lowest error. The mean absolute error (MAE) value of the predictions
made with the AdaBoost algorithm is 0.105. The predictions of the AdaBoost algorithm
against the actual X-axis values are shown in Figure 7. As can be seen, the slope of the
regression line is set as 1.08 since there is a very big overlap in the prediction. The UWB
positioning error of an indoor drone with a mission area of 25 m2 was less than 4 cm in the
laboratory [31]. In a study using AR markers and a stereo camera, the overall average error
for waypoints was 0.895 cm, the average error on the x-axis was 0.696 cm and the average
error on the y-axis was 0.540 cm [70].

Table 2. X-axis machine learning performance.

Model
Time [s] Regression Metric

Train Test MAE R2

AdaBoost 20.441 0.258 0.105 0.991
MLP 31.193 0.080 0.230 0.983

K-NN 0.105 0.632 0.237 0.976
RF 1.420 0.044 0.239 0.974

XGBoost 1.325 0.027 0.383 0.966
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3.1.2. Y-Axis Positioning

The results of the prediction process by accepting the y-axis as output are presented
in Table 3. According to this table, AdaBoost is the learning algorithm with the highest
correlation and the lowest error. The mean absolute error (MAE) value of the predictions
made with the AdaBoost algorithm is 0.109. The predictions of the AdaBoost algorithm
against the actual Y-axis values are shown in Figure 8. As can be seen, the slope of the
regression line is set as 0.99 since there is a very big overlap in the prediction. In a study
using the Time difference of arrival (TDoA) technique with a drone movement radius of 4 m
and circular path tracking, the actual distance difference along the path was 7.53 m [72]. In
an indoor navigation study using Wi-Fi trilateration, the accuracy of the proposed system
ranged from 0.43 to 1.93 m, with an average accuracy of 1.11 m [71].
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Table 3. Y-axis machine learning performance.

Model
Time [s] Regression Metric

Train Test MAE R2

AdaBoost 20.402 0.252 0.109 0.976
MLP 50.223 0.073 0.200 0.973

K-NN 0.102 0.606 0.232 0.953
RF 1.455 0.035 0.234 0.956

XGBoost 1.293 0.020 0.328 0.946
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3.1.3. Z-Axis Positioning

The results obtained as a result of the prediction process by considering the Z axis as
output are presented in Table 4. According to this table, AdaBoost is the learning algorithm
with the highest correlation and the lowest error. The mean absolute error (MAE) value
of the predictions made with the AdaBoost algorithm is 0.014. The predictions of the
AdaBoost algorithm against the actual Z-axis values are shown in Figure 9. As can be
seen, the slope of the regression line is set as 0.99 since there is a very big overlap in the
prediction. In a study using laser and visual odometry, the error between the actual and
predicted position was 11% [69].

Table 4. Z-axis machine learning performance.

Model
Time [s] Regression Metric

Train Test MAE R2

AdaBoost 23.724 0.253 0.014 0.979
MLP 33.042 0.066 0.062 0.968

K-NN 1.306 0.019 0.047 0.966
RF 3.654 0.093 0.038 0.964

XGBoost 0.105 0.650 0.096 0.795
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3.1.4. Theta Pose Prediction (YAW Angle)

The results of the prediction process by taking the YAW angle as output are presented
in Table 5. According to this table, AdaBoost is the learning algorithm with the highest
correlation and the lowest error. The mean absolute error (MAE) value of the predictions
made with the AdaBoost algorithm is 14.956. The predictions of the AdaBoost algorithm
against the actual YAW angle values are shown in Figure 10. As can be seen, the slope of the
regression line is set as 0.91 since there is a big overlap in the prediction. In the literature
review, no study on the theta declination angle of the drone was found.

Table 5. Theta angular pose prediction machine learning performance.

Model
Time [s] Regression Metric

Train Test MAE R2

AdaBoost 15.605 0.214 14.956 0.816
RF 01.281 0.035 19.616 0.814

XGBoost 01.427 0.020 22.731 0.810
MLP 39.649 0.067 22.642 0.783

K-NN 00.112 0.593 22.213 0.762
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3.2. Comparison of Proposed Method with Existing Systems

In our study, we utilized a drone to collect data by flying it on random routes within
a warehouse. The ArUco markers placed in the warehouse were detected by the drone’s
camera, the position and pose of the markers were predicted and the error was calculated.
The actual location information of the drone was used as the output value for the machine-
learning algorithms. Our analysis showed that the system we designed performed better
than other systems in terms of the number of errors in position prediction depending on
the drone’s movement area. The comparison of errors by the proposed system versus other
systems according to task dimensions is presented in Table 6.

Table 6. Comparison of errors made by various systems according to the drone’s task dimensions.

Reference Positioning
Method

Task Dimensions (m) Task Area
(m2)

Minimum Error in
x or y Axis (cm)

Error (m)/Task
Area (m2)x Axis y Axis z Axis

[70] ArUco 0.80 1.00 - 0.8000 0.89 0.011125
[31] UWB 4.75 4.36 2.66 20.7100 0.26 0.000126
[72] UWB 10.00 10.00 10.00 100.0000 11.00 0.001100
[71] Wi-Fi 15.24 15.24 - 232.2576 43.00 0.001851

[69]
Computer
Vision and

IMU
3.65 3.65 - 13.3225 30.00 0.022518

[51] UWB 1.80 3.60 - 6.4800 4.00 0.006173
Proposed
Method

ArUco and
IMU 10.00 15.00 5.00 150.0000 15.20 0.001013

3.3. Warehouse Navigation and Rack Occupancy Detection

In this study, we have performed image processing and positioning in autonomous
systems using this technique. In our study, we tested how successful the technique we
used in the simulation environment was and achieved a high rate of success. x, y, z, and
theta angle success rates were given above. With the use of visual reference markers in
positioning systems in general, we were able to create a validation/verification environment
for our simulated navigation system and collect the necessary parameters. Computer
images of the indoor aruco marker detection and data collection phase are shown in
Figure 11a–d.
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Figure 11. Detection of ArUco Marker by the camera and obtaining the necessary data for positioning
the drone: (a) Detection of ArUco from drone camera while traversing on the X-axis; (b) Detection
of ArUco from drone camera while traversing on the Y-axis; (c) Detection of ArUco from drone
camera while traversing on the Z-axis; (d) ArUco detection from the camera of the drone with theta
declination angle.

A simulation environment was prepared on a simulation program called CoppeliaSim
for visual-based navigation. In the simulation environment, the drone’s position, and
camera VFM information are received during movement. VFM markers are read from the
image taken from the camera and according to the marker ID, the presence or absence
of the tag, the coordinates of the tag in pixels in the camera, and the area of the tag are
obtained. In addition to this data, the compass information of the aircraft is received.
The actual location information of the aircraft is taken to be used as an output value in
machine learning prediction. A regression model is created for each location data. With the
regression models, the instantaneous position and pose of the aircraft in each region where
the aircraft sees VFM are predicted, and the error value is calculated.

The performance values of R2, which give information about the relationship between
the regression predictions of the drone’s position data x, y, z, and pose data γ angle and
the actual values, are presented in Tables 2–5. The scikit-learn library was used for the
learning algorithms and default sub-parameters were used. Among the applied algorithms,
AdaBoost gave the highest x-value prediction with 0.991, the highest y-value prediction
with 0.976, the highest z-value prediction with 0.979, and the highest Theta value prediction
with 0.816. Compared to the R2 metric obtained in the current positioning and pose
prediction, it is seen that the prediction results with the AdaBoost algorithm are higher.
However, we think that this value should be increased to be more accurate and precise.
In order for the results to be more compatible with the actual values, we will work on an
IMU-assisted system in our next study since it is thought that the prediction results of the
pose information with IMU-assisted prediction will provide a higher prediction rate. At
the same time, studies will be continued to add and optimize new algorithms.
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4. Conclusions

Autonomous robotic systems are increasingly being used not only outdoors but also
indoors. For this reason, the need for precise position determination indoors as well as
outdoors has become a necessity with new technological developments. Various tech-
niques are currently used for precise position determination or navigation of autonomous
robotic devices indoors. In this paper, we present a design for the use of visual reference
markers for positioning and accurate navigation of a drone using visual odometry in an
indoor warehouse environment. Our aim is to evaluate the efficiency of machine learning
algorithms to perform more accurate and affordable positioning and navigation faster in
the visual odometry method, which is one of the developing positioning systems used in
indoor environments. In the simulation environment, data were collected by following
various routes, and the collected data were subjected to machine learning algorithms, then
the performance of K-Nearest Neighbors, Adaptive Boosting, Random Forest, Support
Vector Machine, Artificial Neural Networks-Multilayer Perceptron algorithms were com-
pared. In order to select the most successful algorithm, the R2 metric was used, which
could provide information about how well it predicted the route followed. Among the
machine learning algorithms used, AdaBoost gave the highest R2 value with 0.991 on the
x-axis, the highest R2 value with 0.976 on the y-axis, the highest R2 value with 0.979 on
the z-axis, and the highest R2 value with 0.816 in theta angle. As can be seen from these
values, highly correlated predictions are realized, and indoor location prediction can be
made as the vehicle sees one or more of the markers. Having a high correlation coefficient,
the AdaBoost algorithm’s MAE value is 0.105 on the x-axis, 0.109 on the y-axis, 0.014 on
the z-axis, and 14.956 on the theta angle. These values are in cm. It has been observed
that the proposed system is able to perform a high correlation and low error positioning
and navigation process. In addition, the proposed system offers an important alternative
due to its low cost and less infrastructure installation requirement compared to similar
and competing alternatives. Of course, other indoor positioning systems will continue
to evolve to provide more accurate and faster positioning. However, the use of machine
learning algorithms has increased the accuracy of indoor navigation to reliable levels. The
choice of which machine learning algorithm and which indoor positioning system should
be preferred for commercial use is open to debate. With future studies, it is aimed to create
a real environment model and apply visual markers to this model and perform positioning
by flying with a real drone. For the results to be more compatible with the actual values,
we will work on an IMU-assisted system in our next study since it is thought that the
prediction results of the pose information with IMU-assisted prediction will provide a
higher prediction rate. At the same time, studies will continue to add and optimize new
machine learning algorithms. Our study will also contribute to further studies on the Theta
pose angle.

Transferring the proposed method from the simulation environment to the physical
environment is a future study subject. Two methods can be applied here. In the first
method, it is possible to use the simulation data exactly by drawing an exact or very similar
model of the warehouse and labeling it to coincide with the same points, that is, creating a
digital twin in a way. The second method is to collect data by flying the aircraft from fixed
points and to collect learning data from scratch and perform the whole model extraction
process according to that location.

The designed system will be needed in large areas in real applications. The main pur-
pose of the study is to perform instant positioning and rack inventory counting. Applying
the proposed method to a larger area or smaller area is just a scaling problem. The system
can be easily adapted for a larger warehouse. Only a larger area definition, more racks,
more VFM placements, and more data collection are required.
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