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Abstract—Artificial intelligence (AI) and machine learning
(ML) are widely employed to make the solutions more accu-
rate and autonomous in many smart and intelligent applications
in the Internet of Things (IoT). In these IoT applications,
the performance and accuracy of AI/ML models are the main
concerns; however, the transparency, interpretability, and respon-
sibility of the models’ decisions are often neglected. Moreover,
in AI/ML-supported next-generation IoT applications, there is
a need for more reliable, transparent, and explainable systems.
In particular, regardless of whether the decisions are simple or
complex, how the decision is made, which features affect the deci-
sion, and their adoption and interpretation by people or experts
are crucial issues. Also, people typically perceive unpredictable or
opaque AI outcomes with skepticism, which reduces the adoption
and proliferation of IoT applications. To that end, explainable AI
(XAI) has emerged as a promising research topic that allows ante-
hoc and post-hoc functioning and stages of black-box models to
be transparent, understandable, and interpretable. In this article,
we provide an in-depth and systematic review of recent studies
that use XAI models in the scope of the IoT domain. We clas-
sify the studies according to their methodology and application
areas. Additionally, we highlight the challenges and open issues
and provide promising future directions to lead the researchers
in future investigations.

Index Terms—Explainability, explainable artificial intelligence
(XAI), Internet of Things (IoT), interpretability, interpretable
machine learning (IML).

I. INTRODUCTION

THE Internet of Things (IoT) is a prominent technology
that connects smart things, allowing them to communi-

cate with each other and provide better services to users [1].
By managing and controlling its underlying technologies, IoT
transforms traditional electronic devices, such as sensors, actu-
ators, RFID tags, cell phones, etc., into smart objects. Thus,
it empowers objects to see, hear, think, and perform certain
tasks by enabling them to synchronize and share information
with each other [2]. In order to improve the quality of life,
IoT offers numerous potentials and opportunities in different
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application areas, such as smart cities, smart buildings, smart
agriculture, healthcare, finance, and military [3].

IoT allows the generation of massive amounts of data that
needs to be fine-grained analysis. While this raw data is
meaningless, artificial intelligence (AI) systems make it pos-
sible to extract meaningful information and provide insightful
decisions that affect human lives (in critical fields, such as
healthcare or autonomous systems) [4]. In recent years, as in
other fields, IoT applications have extensively used AI models
to overcome the problems caused by the rapidly increasing
amount of data and the number of devices [5]. In particular,
many AI models are widely employed in autonomous network
management, device management, service management, and
analysis of massive IoT data, which require smart decision
making with high precision and accuracy [6].

As the AI technology becomes more integrated into our
daily lives, it becomes increasingly important to compre-
hend how and why decisions are made. However, as machine
learning (ML) models continue to evolve and become more
powerful, they also tend to become increasingly complex and
less transparent. These powerful models are generally called
“black-box” and suffer from opaqueness. In other words,
they exclude the internal logic from their users or stakehold-
ers [7]. Therefore, recently, the concept of explainable AI
(XAI) has started to attract the attention of researchers to
cope with the current challenges and to design more explain-
able and interpretable AI systems. XAI enables the shining of
light on the opaqueness of the black-box models to reveal
unseen/hidden information, such as feature importance and
correlations between features. They will provide more detailed
information about how, why, and when they make decisions
about the inner workings of black-box models and provide
transparency to their users [8]. Thus, users are able to evaluate
not only the result but also the input factors affecting the result
when making a decision. XAI techniques achieve both explain-
ability and high accuracy when they are applied to powerful
and complex models. The studies of [7] and [9] emphasize
the need for explanations of human-related issues, not just in
computer science but also in cognitive science, philosophy, and
psychology. According to these studies, reaching the outcome
without any interpretation may result in intentional or unin-
tentional discrimination or trust issues. XAI mitigates these
problems by providing verification, improvement, learning,
and compliance of legislation [9].

In this study, we envision that the integration of XAI
approaches into the IoT domain will reveal serious research
potential in terms of the transparency, explainability, and
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interpretability of the AI and ML models in IoT. However,
we see that there is not enough research effort in the litera-
ture on this subject. To date, there are several survey papers
focused on XAI from a general perspective. For example, the
studies of [10], [11], and [12] explain XAI and focus on XAI
concepts, terminology, taxonomy, and challenges, whereas the
study of [13] examines XAI for time-series data. However, to
the best of our knowledge, there is no existing survey paper
investigating or addressing the use of XAI techniques in the
IoT domain. To fulfill this gap, in this article, we provide a
comprehensive review of current studies on XAI in the IoT
domain.

A. Motivation: The Role of XAI in IoT

In the context of the IoT, XAI is increasingly important
because many IoT devices and systems make decisions that
can have a significant impact on people’s lives and the world
around us. XAI provides a means to understand, interpret, and
validate the decisions made by AI systems, which is particu-
larly important for IoT devices and systems because they often
operate autonomously and in real time.

IoT involves the deployment of many devices and systems
in complex and ever-changing environments, making it diffi-
cult to understand the reasoning behind their decisions. XAI
addresses this challenge by providing tools and methods that
help us understand the inner workings of AI systems and
validate the decisions they make.

For resource-constrained IoT devices, AI-based solutions
are expensive because they typically require a significant
amount of data and computational power. AI approaches
often require: 1) hyperparameter optimization; 2) fine-tuning;
3) massive data sets; 4) robust computational capabilities; and
5) continuous data training. Therefore, it is important to apply
AI algorithms in IoT in a resource-aware manner. XAI algo-
rithms help identify the most important features in decision
making and thus can help reduce the amount of data and com-
putational requirements in AI-based IoT systems. By knowing
which features play a role in decision making, IoT system
designers can design efficient data collection and processing.

In the IoT domain, another important aspect of XAI is its
ability to build trust between people and the AI systems they
interact with. IoT devices and systems are becoming increas-
ingly ubiquitous and are being used in a growing number
of applications, from smart homes to healthcare. As people
become more dependent on these systems, it is increasingly
important to ensure that they are transparent, reliable, and
trustworthy. XAI can help build that trust by providing a means
for people to understand how the systems are making decisions
and to validate their accuracy.

Here, considering the goals of XAI, the following additional
reasons motivate us to adopt XAI approaches in the field of
IoT [14], [15], [16], as shown in Fig. 1.

1) Data Collection: IoT devices generate vast amounts of
data that can be used as input for XAI algorithms. By
analyzing this data, XAI systems can make predictions,
identify patterns, and make decisions based on the
information.

Fig. 1. Interplay between XAI and IoT.

2) Real-Time Decision Making: XAI algorithms can use
data from IoT devices to make real-time decisions, such
as controlling the temperature in a smart home or opti-
mizing a supply chain. These systems can provide the
transparency and accountability needed to build trust in
AI. By incorporating XAI into IoT systems, it is pos-
sible to improve the quality of decisions that are made
based on the data generated by IoT devices. XAI algo-
rithms can analyze the data and provide insights into
how decisions are made, which can be especially useful
in complex or high-stakes situations.

3) Better User Experience: XAI can be used to create more
intuitive and user-friendly interfaces for IoT devices. For
example, XAI algorithms can be used to interpret the
data generated by IoT devices and present it to users in
a way that is easy to understand and interact with.

4) Transparency and Trust: XAI helps to increase trans-
parency and accountability in IoT systems by providing
explanations for the decisions that are made. This can
help to build trust in the systems, especially in applica-
tions where the decisions made by the systems have a
significant impact on people’s lives.

5) Predictive Maintenance: XAI can be used in combi-
nation with IoT to support predictive maintenance in
industries, such as manufacturing, transportation, and
healthcare. By analyzing data from connected devices,
XAI algorithms can identify potential problems before
they occur, enabling proactive maintenance and reducing
downtime.

6) Intelligent Automation: XAI can be used in conjunction
with IoT to create intelligent automation systems that
are capable of making decisions based on data collected
from connected devices. These systems can be used
to control various aspects of an IoT network, such as
optimizing energy consumption or managing resources.
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7) Enhanced Security: XAI algorithms can be used to mon-
itor IoT devices for potential security threats and to
detect and respond to anomalies in real time. This can
help to improve the security of IoT systems.

8) Ethical Considerations: As XAI and IoT are used
in more critical applications, such as healthcare and
finance, it is important to ensure that these systems are
transparent and accountable and that their outputs align
with ethical considerations. The combination of XAI and
IoT can help to address these concerns by providing
insights into how and why decisions are being made.

The interplay between XAI and IoT involves using the data
generated by connected devices to support decision making
while ensuring that the decisions are transparent and under-
standable to humans. This can help to create more intelligent,
efficient, and trustworthy IoT systems.

To gain a clearer perspective on the requirements for XAI
and IoT applications, several scenarios are presented. These
scenarios can be derived for almost any IoT application. Here,
are some illustrative examples to highlight the role of XAI in
the IoT domain.

1) Smart Home: In a smart home, various devices, such
as sensors, cameras, and thermostats collect data and make
decisions to automate various tasks. For example, a smart
thermostat can use XAI to determine the optimal temperature
based on home occupancy, time of day, and weather condi-
tions [17]. XAI can provide explanations for the decisions
made by the smart thermostat. It can show why the temperature
is set to a particular value, based on the data collected from
the sensors and cameras. Furthermore, XAI can also help to
ensure the transparency and trustworthiness of the smart home
system. By offering justifications for the decisions made by the
system, XAI can foster trust between the homeowner and the
technology and guarantee that the technology is being utilized
in a responsible and ethical manner.

2) Healthcare: In a healthcare environment, IoT devices,
such as wearable devices and smart medical equipment, collect
data, and make decisions to support patient care. For example,
a wearable device equipped with XAI can monitor a patient’s
vital signs and make recommendations for treatment based
on the collected data [18]. XAI can furnish explanations for
the choices made by wearable devices. It can demonstrate the
reason behind a specific treatment recommendation based on
the patient’s vital signs and other relevant information.

3) Air Quality: In air quality forecasting, when a signifi-
cant number of IoT devices are deployed over a large area,
resource constraints may result in the failure of these devices
over time due to the processing and collection of all gases.
This can lead to communication disruptions between devices
or missing data collection. For example, sensors equipped with
XAI can help identify which gases are crucial for the specific
problem and application requirements. As a result, XAI can
aid in the effective redistribution of IoT devices to detect only
these critical gases, leading to a more resource-efficient out-
come, including a longer lifetime for IoT devices and cost
savings for developers.

4) Industrial Control Systems: In these systems, IoT
devices, such as sensors and actuators, collect data, and make

decisions to control various industrial processes. For exam-
ple, a machine equipped with XAI can monitor production
processes, detect anomalies, and make recommendations for
optimizing the process [19]. XAI can provide explanations for
the decisions made by the machine. It can show why a par-
ticular process is optimized based on the data collected from
the sensors and actuators.

B. Research Methodology

After identifying the motivation for the study, a research
methodology is established. It then describes the procedures
used to select eligible papers that are consistent with the
identified motivation.

1) Literature Search Phase: The first step is to define
subject-specific search strings. These search terms
include “XAI,” “interpretable ML (IML),” “XAI in IoT,”
and “IML in IoT.” These keywords are searched on
the following digital libraries: ScienceDirect [20], IEEE
Xplore [21], and Springer [22] to retrieve the related
papers.

2) Paper Selection Phase: We used the following criteria
to determine the papers to be excluded from this study:
a) papers without peer review; b) white papers; c) papers
without a robust evaluation section; d) papers published
before 2008; and e) papers not directly related to IoT.

3) Paper Classification Phase: Due to page limitations, we
selected 45 papers that focus on XAI in IoT and sat-
isfy our selection criteria. These papers are classified
in eight different IoT domains as follows: 2 articles
in Autonomous Systems and Robotics, 4 in Energy
Management, 5 in Environment, 4 in Finance, 7 in
Healthcare, 7 in Industrial, 13 in Security and Privacy,
and 3 in Smart Agriculture.

C. Contribution

As it is explained in the previous section XAI in IoT will
play an important role in the future. To the best of our knowl-
edge, there is not any previous work that comprehensively
summarizes XAI in IoT. The main contributions of this article
are as follows.

1) This study represents the first comprehensive and sys-
tematic survey paper that addresses and discusses the
interplay between XAI and IoT, filling a critical gap
in the literature by providing an original and novel
contribution that has not been previously explored.

2) We present a thorough and rigorous comparison of
recent studies that have investigated the application of
XAI techniques in the IoT domain.

3) We highlight both the current and future challenges
of XAI in IoT, while also outlining potential research
directions to address these challenges and facilitate the
development of improved and efficient XAI solutions.

The remainder of this article is organized as follows.
In Section II, we present the terminology, taxonomy, and
methodology of XAI. In Section III, we review cur-
rent studies addressing XAI by considering IoT applica-
tion areas. Section IV outlines challenges, open issues, and
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future research directions. Finally, Section V concludes this
article.

II. EXPLAINABLE ARTIFICIAL INTELLIGENCE

A. Terminology and Definitions

It is difficult to give a precise definition to the concept of
explanation, which refers to the process of providing a reason
or justification for an event, phenomenon, decision, or action.
Explanations can be used to help understand the causes and
consequences of a particular situation, or to provide insight
into how things work or why they happen. They can be based
on knowledge, data, intuition, or a combination of these. The
goal of an explanation is to increase understanding and provide
a basis for making informed decisions or taking appropriate
action. Although some systems are inherently explainable, an
explanation helps make a system more understandable. In par-
ticular, determining what is or is not a good explanation is a
controversial issue in [23].

The term XAI has only recently gained popularity
and widespread use, with roots dating back to the late
2010s. Growing concerns about the ethical implications
of AI, particularly the lack of transparency and account-
ability in complex ML models, have fueled the need for
XAI. Researchers and practitioners in the AI community
have begun to focus on developing AI systems that are
not only accurate and effective, but also transparent and
interpretable [24].

The U.S. Defense Advanced Research Projects Agency
(DARPA) played a key role in advancing XAI research by
launching the XAI program in 2016 with the goal of devel-
oping AI systems that can provide clear, verifiable, and trust-
worthy explanations of their decision-making processes. This
program brought together experts from various fields, includ-
ing computer science, psychology, philosophy, and ethics, to
explore new approaches to XAI [25].

XAI refers to AI systems that are transparent and inter-
pretable, providing insight into their inner workings and
decision-making processes. One example of XAI is in medi-
cal diagnosis. Imagine an AI system designed to diagnose skin
lesions as either benign or malignant. The system uses a con-
volutional neural network (CNN) trained on a large data set
of images of skin lesions to make predictions [26]. Typically,
a CNN is considered a black box model because it is diffi-
cult to understand how the model makes predictions based on
the input data. With XAI, however, the inner workings of the
model can be explained. The model can be visualized to show
which parts of the input image the model is paying attention
to when making its prediction. This information can help val-
idate the accuracy of the model and understand why it made
a particular prediction.

Another example is financial risk assessment. AI systems
such as gradient boosting decision trees (GBDT) are used to
predict the risk of default for loan applicants. GBDT trains
on historical credit data to make its predictions. On the other
hand, XAI provides explanations about which characteristics,
such as income, credit score, and loan amount have the most
impact on the model’s prediction [27].

In addition, XAI can provide a quantifiable measure of the
model’s confidence in its prediction. This information can be
used to flag cases where the model is uncertain or to fine-tune
the model to improve its performance. In this way, XAI can
help build trust in AI systems by making them more transpar-
ent and interpretable, and by providing insight into their inner
workings and decision-making processes.

In literature, XAI and IML are similar concepts that are fre-
quently used interchangeably [25]. Both concepts emphasize
the importance of explainability and interpretability, respec-
tively. However, there are other similar terms used for the
same purpose in the literature with subtle differences. To clar-
ify the similarities and differences among these terms, we will
provide brief definitions as follows [7], [12], [28], [29].

1) Explainability: It is the ability to have explanatory
details and reasons a model provides to clarify its
functioning and facilitate its understanding.

2) Interpretability: It is the ability to extend a model or its
predictions understandable by humans. It is expressed
through transparency.

3) Understandability/Intelligibility: It is the ability to make
a human grasp its function about how it works without
having to explain its underlying structure or algorithmic
ways.

4) Comprehensibility: It is the ability to express learned
information to make it understandable to humans.

5) Transparency: It is the opposite of being opaque for
a black-box model. A system or a model becomes
transparent when it is understandable by humans.

6) Faithfulness: It is the ability to be consistent in choosing
the truly relevant features.

7) Informativeness: It is the ability of a strategy for explain-
ability to offer end-users meaningful information.

8) Explicitness: It is the ability of a method to deliver
immediate and clear explanations.

B. XAI Taxonomy

The taxonomy of XAI can be classified from a variety of
perspectives [12], [30], as shown in Fig. 2. It is worth pointing
out that there may be overlaps when a method is categorized
under this taxonomy. That is, a method can be classified into
one or more categories. A method can be classified as post-
hoc, model-agnostic, or local, for example. Accordingly, it
is more accurate to examine each method separately under
its own subtaxonomy classification. Furthermore, each figure
should be considered as an example method in the related
group. Different figures can be used to represent the taxonomy.

1) Ante-Hoc Versus Post-Hoc: An explanation can be pro-
vided for a model in the pretraining, in-training, or post-
training phases. XAI can be applied externally in pretraining
or post-training phases, or the model itself is intrinsically inter-
pretable during the training which is also called transparent.

1) Ante-hoc methods involve interpreting externally before
the training phase or internally during the training
phase. At the end of the training phase, the model
becomes already explainable. Transparent methods, such
as Decision Tree and Sparse Linear Regression generally
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Fig. 2. Taxonomy of XAI in different perspectives.

give intrinsic explainability about the inner process of
the structure.

2) Post-hoc methods, on the other hand, are applied exter-
nally after the training process of decision systems.
In addition, post-hoc methods can use to supplement
ante-hoc methods for providing additional information.

2) Model-Specific Versus Model-Agnostic: XAI can be
grouped based on applying to specific model classes, which
are model-specific and model-agnostic explanations.

1) Model-specific methods are typically designed for one
type of model such as Deep Neural Network which
is a well-known example of black-box models with a
superior prediction performance despite its complex and
opaque structure. The disadvantage of model-specific
explanations is that there is a limitation in determining a
model when the need for a particular type of explanation.

2) Model-agnostic methods can be applied to any type
of model without limiting the model classes. It sepa-
rates the explanation and the model class. Therefore, the
explanations become independent of the model type.

3) Local Versus Global: According to the scope of the
model, explanations of the decision models can be performed
locally or globally.

1) Local explanation describes why and how certain
predictions can be generated on a local level. It concen-
trates on ensuring interpretability by examining single
or multiple instances. It is applied especially when
predictions are linearly dependent on some features
rather than complex dependence on all features.

2) The goal of global explanation is to characterize the
model in its entirety. It seeks a global understanding
of which features are more significant and what kinds
of relationships are possible between them.

C. XAI Methodologies

With the XAI concept gaining popularity in AI, different
XAI methods have begun to be developed. In literature, there
are different XAI methods to help explain and interpret black-
box models. These methods adopt different approaches and
provide different interpretations [31]. Here, we classify them
into five different groups as seen in Fig. 3.

1) Visual Explanation: Visual explanations cover a set of
methods to examine the relationships between input and output
or among input attributes, which allows users to understand the
contributions of each input to the output. In case the feature
set is small, interpreting these correlations is easier for users.
Both local and global explanations are supported visually.
However, as the feature set becomes large, visual explana-
tions can fail to visualize correlations properly, causing users
to misinterpret them. Partial dependence plot (PDP) [32] pro-
vides global explanations and reveals the dependency between
the input features and output. Individual conditional explana-
tion (ICE) [33] plot is a more recent method that is similar
to PDP. PDP calculates the mean over the marginal distribu-
tion, whereas ICE keeps the entire distribution. Accumulated
local effects (ALEs) [34] plots take the averages of changes
in predictions and accumulate them on local grids. Also,
ceteris paribus (CP) [35] plots and Breakdown plots [36] are
employed to visualize the influence of features on the model
prediction for a specific data instance.

2) Feature-Based Explanation: Feature-based approaches,
like visual explanation methods, aim to assess the contribu-
tion of features to the model prediction. Furthermore, they
consider some factors like type, robustness, and compre-
hensibility. Explanations can be local or global. Similarly,
it can be model-specific or model agnostic. The Shapley
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Fig. 3. XAI methodologies in IoT domain.

value is a game-theoretic approach to determine the feature
importance of the model. Then, Shapley additive explanations
(SHAPs) [37] method uses Shapley values and it is proposed
for local and global explanations. Also, KernelSHAP [37]
is proposed to overcome the conditional expectations issues
of SHAP and approximates the calculation of SHAP. Also,
local and global surrogate models attempt to explain the
prediction of the model. While local surrogate models like
local interpretable model-agnostic explanations (LIMEs) [38]
focus on explaining the individual data instances, global sur-
rogate models focus on the entire model. Anchors [39] have
also the ability of local explanations by extracting a set of
if-then rules. Feature Interaction [40] is used for identify-
ing the interaction effect of the pair of feature–output or
feature–feature. Permutation feature importance (PFI) [41] is
a global explanation approach based on the idea of shuf-
fling the values of unimportant features does not increase the
prediction error. Also, leave-one-covariate-out (LOCO) [42]
is another method that involves dropping each variable one
at a time, retraining the model, and comparing the follow-
ing model error to a baseline model that consists of all
features.

3) Example-Based Explanation: Example-based explana-
tions consist of model-agnostic methods that aim to explain
the global or local behavior of a model or its underlying data
distribution over certain data instances. Different from visual
explanation or feature importance, they assist users to build
compact models of the decision model. Counterfactuals [43],
as one of the popular methods using example-based explana-
tions, adopt the thinking of what could be done differently in

order to get a different outcome. Accordingly, counterfactuals
focus on locally explaining the change in the outcome due to
changing details of input. The contrastive explanation method
(CEM) [44] is another method that seeks for explanations why
predictions differ from one another. Prototypes/Criticisms [45]
is another strategy that attempts to identify samples in data
that are highly representative or not, respectively. In addition,
KNN [46] and Trust Score [47] can be also applied for local
predictions.

4) Perturbation-Based Explanation: Perturbation-based
methods explain a black-box model by iteratively probing
with different variations of the inputs. Annotating, blurring,
scrolling, and masking are some examples of distortions. It
can be done at the feature level by substituting zero or random
counterfactual samples for particular features, or by grouping
a collection of pixels (superpixels) [48]. Occlusion [49] is a
simple local method by perturbing an instance in which the
input features of an instance are systematically replaced with
a constant value, usually zero. Also, random input sampling
for explanations (RISEs) [50] probes a model with randomly
masked portions of the input instance as a generalized kind
of occlusion. As a classifier explanation method, prediction
difference analysis (PDA) [51] assigns a significance value
to each feature concerning each class and calculates the
importance of a feature by observing how prediction changes
when the value of a feature is uncertain. Occlusion is a
local approach for perturbing an instance in which the
input features of an instance are systematically substituted
with a constant, generally zero. Meaningful perturbation
(MP) [52] is a local explanation approach for neural classifier
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predictions based on a framework of meta-predictors. These
meta-predictors have been trained to predict whether input
features are present or not. Their prediction error is a metric
for how accurate the explanation is.

5) Gradient/Backpropagation: Instead of perturbation-
based methods that focus on variations of inputs, gradient
methods focus on the information flow. They use the
information flow during backpropagation to determine the
relationship between input features and output. Gradient-based
methods often use heatmaps of neurons or feature attributions
to provide visual explanations. Activation Maximization [53]
is one of the examples of gradient methods that use also visual
explanations. Saliency Maps [54] and DeepLift [55] can be
applied for local explanations. Also, DeepSHAP [56] exploits
compositional architecture to provide computational effi-
ciency by extending KernelSHAP. Also, Deconvolution [57]
and Guided Backpropagation [58] are generally used for
explaining CNN-based black-box models. Class activation
maps (CAMs) [59] is a model-specific explanation model
used for CNN. Then, CAM is generalized with a new method
called Gradient-weighed CAM (GradCAM) [60] to support
for more CNN architectures.

III. XAI IN IOT APPLICATION DOMAINS

In this section, we aim to provide a comprehensive review
of XAI studies in IoT application domains. For this purpose,
we review the studies presented in the literature and summa-
rize them in Table I and Table II in accordance with the XAI
taxonomy and methodology. We then match the application
domain and methodology and present them in Table III.

A. Autonomous Systems and Robotics

In the autonomous and robotics domain, AI-powered robots
can perform tasks in critical and dangerous environments
that humans cannot perform, or typical applications, such as
welding, ironing, painting, equipment placing/receiving, and
palletizing, all of which are performed with high strength,
speed, and accuracy [14]. On the other hand, XAI algorithms
make robots’ reasoning explainable to humans, providing a
better understanding of decisions and increasing the level of
trust in robots. Wang et al. [61] developed a new mechanism
for robots to automatically generate explanations of their deci-
sions based on partially observable Markov decision problems
(POMDPs). They measured the performance of this mecha-
nism in an agent-based test environment that simulates the
tasks of a human–robot team. Experimental results show that
robot explanations can improve task performance and improve
trust and transparency. For robot explainability, the authors
created a four-level natural language template, including no
explanation, explanation of two sensor readings, explanation
of three sensor readings, and confidence-level explanation. In
this way, robots are enabled to produce text explanations based
on postdoc techniques related to their decision processes.

Iyer et al. [62] proposed an explainable and object-sensitive
deep reinforcement learning (DRL) model for the object recog-
nition and classification problem. In the proposed model, the
authors used a method that focuses on “object saliency maps”

to provide human-intelligible visualization of DRLs states
and actions. Kampik et al. [63] used text-based explainability
approaches to explain the human-like actions of autonomous
agents in human–robot interaction scenarios. The authors
demonstrate the impact of the developed approaches on human
participants through a study based on human–robot ultimatum
games.

Guo [64] proposed the double dueling deep Q-learning neu-
ral network (DDDQN) network for the Quality of Service
(QoS), Quality-of-Experience (QoE), and energy optimization
of the UAVs in the UAV-supported 5G network. In the
study, partial explainability is provided by extracting the state
weights of the proposed DDDQN network.

B. Energy Management

AI-powered energy decision systems used in smart cities,
smart grids, and smart home applications provide decision-
makers with critical predictions about energy use and emis-
sions. However, decision-makers want to know and believe
the parameters that affect the model outputs in addition to
the predicted results. Kim and Cho [65] proposed an energy
demand prediction model for smart environments. The authors
use an explainable autoencoder-based deep learning model to
predict energy demands in various environment states. The
proposed model produces consumption estimates of 15, 30,
and 45 min according to defined states in the environment.
The developed model has been tested on a home electrical
energy consumption data set containing five-year data. The
model predicts energy demands by taking the eight features
(date, global active power, global reactive power, global inten-
sity, voltage, submetering 1/2/3) in the environment as inputs.
The authors provide more explainable information by visual-
izing monthly electricity demands with the t-SNA algorithm.
Experimental results show that the proposed model achieves
the best performance compared to other ML models (Decision
Trees, MLP, LSTM, etc.). Sirmacek and Riverio [66] proposed
two new algorithms (ML-based, computer vision-based) to
predict real-time occupancy in smart office spaces by using
very low-resolution heat sensors data. The authors used the
well-known approach SHAPs to extract the contribution of
features to the classification in the first algorithm and to
reveal the contribution of each local pixel in the second algo-
rithm. They showed that proposed algorithms can be used
in many application areas related to the automation and effi-
cient use of offices, spaces, and buildings. In another study,
Zhang et al. [67] proposed an interpretable thermal comfort
system to control and manage the level of comfort in smart
buildings. In the proposed system, the authors used the SHAP
method to explain and interpret logistic regression and deci-
sion tree models. Amiri et al. [68] proposed an artificial neural
network-based transportation energy model to predict urban
transportation energy. They used LIME for model transparency
and explainability.

C. Environmental Monitoring

Environmental applications in IoT focus on many issues
and problems in areas, such as smart cities, air monitoring,
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TABLE I
SUMMARY OF XAI STUDIES BY IOT APPLICATION DOMAIN

water management, climate monitoring, etc. In solving the
addressed problems, mostly AI models with high complex-
ity and low interpretability are used. Therefore, interpretable
and more transparent models are needed in these areas that
affect human and environmental health. In this context, there
are some current efforts to solve the existing problems. Barrett-
Powell et al. [107] proposed a situational understanding
explorer (SUE) platform for coalition situational understanding
research that highlights capabilities in XAI for event process-
ing in a dense urban terrain setting. Kalamaras et al. [69]
proposed a new visual analytics platform that includes archi-
tecture and components created for air pollution monitoring
within the scope of the AI4IoT project. In this context, there

are two component designs specifically designed to provide
an explanation of AI models. The first is the Annotated
Line Chart, which visualizes the parameters of an ARIMA
prediction model, the second is the SHAP Chart provides
insight into the most important features used for Random
Forest regression. Graham et al. [71] developed an envi-
ronmental bio-sensing platform called Dynomics to evaluate
patterns in transcriptional data at a genome scale by using
XGBoost, LSTM classifiers, and XAI algorithms. They used
the SHAP algorithm to gain insight into the features used
by the predictive algorithms trained on transcriptional data.
Thakker et al. [108] proposed a flood monitoring applica-
tion using semantic Web technologies for the flood problem
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TABLE III
XAI METHODOLOGY MAPPING BY IOT APPLICATION DOMAIN

in smart cities. In this application, the authors created an
explainable hybrid image classification model by combin-
ing CNN-based DL models and semantic techniques. CNN
was used to determine the object coverage proportion in the
drainage and gully images obtained from critical geographic
areas, whereas semantic techniques have been used to define
the relationship between the coverage level and the objects.
In this work, the authors preferred rule-based explainability in
image classification. Diallo et al. [70] proposed a CNN algo-
rithm that aims to reduce the problem of adaptation space and
can be used in an on-campus smart environment monitoring
platform. The authors aim to design a reliable system using
XAI in the learning and prediction process of the proposed
algorithm. In another smart city application, Qi et al. [73]
proposed an IML framework based on the XGboost algo-
rithm to predict and analyze the traffic order levels on urban
expressways. The authors used the SHAP method to interpret
the XGboost algorithm results and to evaluate the relation-
ships between the factors affecting the result and the traffic
order. Ryo et al. [72] performed an XAI-based animal species
distribution model (SDM) analysis over time in terms of ecol-
ogy, biogeography, and conservation biology. In the work,
the authors demonstrated that XAI can be used to improve
the interpretability of SDMs by performing the distribution
analysis of African elephants with the LIME model.

D. Financial System

AI models are rapidly changing the way the financial
system works, providing cost savings as well as operational
efficiency in areas, such as asset management, investment
advisory, risk forecasting, and lending and customer ser-
vice [109]. However, due to the nature of the financial domain,
AI decisions in these applications also contain risks that can
be costly due to their consequences. For this reason, XAI
should be considered among the priority issues in the financial
field. Sachan et al. [74] developed a belief-rule-based (BRB)
explainable decision support system to automate the process of
lending loans. The authors aimed to reveal the chain of events
that clarified the decision process by adding a structure con-
taining factual and heuristic rules to the traditional IF-THEN
rule-based system. Bussmann et al. [75] proposed an XAI
model that can be used to measure the risks arising in loan pur-
chases. The proposed model aimed to design a system that can
explain the credit score of borrowers and predict their future
behavior. The explainability of the proposed model is provided
by using the TreeSHAP method, which provides explanations

based on Shapley values. Gramegna and Giudici [76] proposed
a technological insurance model for the insurance industry
that allows an understanding of the purchase and cancelation
behavior of customers. The authors used the XGBoost algo-
rithm for the extraction of the behavior patterns and SHAP for
the model agnostic interpretability. Gite et al. [77] proposed
a stock price prediction moded based on LSTM and CNN.
With the proposed model, it is aimed that investors can learn
how and when stock prices fall or rise and make decisions
accordingly. In this study, the interpretation and explainability
of the model outputs were carried out using LIME.

E. Healthcare

Decision making in the healthcare domain affects people
directly, and it is very difficult to compensate for their negative
consequences. Therefore, AI models used in this field should
not only perform well but also be reliable, transparent, inter-
pretable, and explainable. Especially in IoT applications that
provide monitoring, diagnosis, and health advice, this need
should be addressed as a priority. There are many studies
for this purpose. For example, Chittajallu et al. [78] proposed
a human-assisted XAI system called XAI-CBIR that enables
content-based image retrieval for use in surgical education. In
XAI-CBIR, the CNN-based DL model lists similar pictures by
extracting the semantic descriptors of the image in the query
video. It iteratively trains itself based on relevant feedback
from users. The developed system provides the explainability
of the pictures similar to the picture in the query by creat-
ing a visual saliency map. Hossain et al. [79] proposed a
three-tiered (stakeholder layer, edge layer, and cloud layer)
smart healthcare framework that uses 5G networking to com-
bat COVID-19-like pandemics. The framework is capable of
detecting COVID-19 using chest X-ray or CT scan images,
as well as features, such as social distancing, masks, and
body temperature control. The authors used ResNet50, Deep
Tree, and Inception v3 models in the edge layer. Interactive
explainability is provided by using local interpretable model-
agnostic (LIMA) on the knowledge graphs produced based on
the learning parameters of these DL models. Dave et al. [83]
focused on the usability of feature- and example-based XAI
techniques on the heart disease data set to ensure the reliabil-
ity of AI systems used in the healthcare domain. The authors
showed that black box model behaviors can be explained using
feature-based XAI techniques SHAP and LIME, and example-
based techniques Anchors, Counterfactuals, Integrated gradi-
ents, CEM, and KernelSHAP. Hatwell et al. [82] developed a
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new adaptive weighted high-importance path particles (Ada-
WHIPS) model to make the AdaBoost model, which uses
computer-assisted diagnostics in healthcare, more explain-
able. Ada-WHISP uses a new formulation to explain the
classification of AdaBoost models with simple classification
rules. Pnevmatikakis et al. [81] developed a risk assessment
system for professionals in the health insurance sector. The
proposed system also includes a virtual coaching system that
provides the prediction of people’s lifestyles and the produc-
tion of applicable lifestyle recommendations. In this system,
RandomForest and DNN algorithms are used to predict the
lifestyle of individuals. SHAP was used for the explainabil-
ity of the prediction results. Monroe et al. [80] proposed a
CNN-based hierarchical occlusion (HihO) model that rapidly
increases the interpretability of statistical findings in medi-
cal imaging workflows in IoT healthcare applications. The
authors compared the developed method with GradCAM and
(Parkinson Progression Markers Initiative) RISE methods on
Parkinson’s progression markers initiative (PPMI) data set.
The proposed model has been shown to render 20 and 200
times faster than GradCAM and RISE models, respectively.
Gozzi et al. [84] focused on the explainability of IA mod-
els used to classify hand movements based on EMG signals.
The authors specifically investigated the effect of XAI models
to provide improvements in the life of amputees using myo-
controlled prostheses. The authors used SVM, LDA, XRT, and
CNN algorithms in the classification process of hand gestures,
and gradCAM and SHAP in the XAI process.

F. Industrial Domain

With Industry 4.0, AI systems in IIoT enable machines to
perform tasks, such as self-monitoring, interpretation, diag-
nosis, and analysis autonomously in production lines and
processes of manufacturing, logistics, and related industries.
In IIoT, XAI methods can enable the adoption of new tech-
nologies and digital transformation and better product qual-
ity controls. Oyekanlu [110] developed LSTM-RNN-based
explainable deep learning models for the prediction of time
series data based on energy and electricity consumption in
Industrial IoT systems. Later, he designed an IIoT system
based on edge, fog, and cloud layers for the applicability
of these models. Distributed osmotic computing approach is
used to show how low-cost hardware can be used in the
designed system. In the proposed IIoT system, data pre-
processing and data quality enhancement in edge devices,
and developed LSTM and RNN models are used in the
fog layer. Christou et al. [111] focused on estimating the
remaining useful life (RULs) of machines on production lines
using the Qarma family of algorithms, which provides rule-
based explainability for industry IoT applications. The authors
predict the RULs of the drilling machine and the Quality
Management in the Wheel Production Line in the Automotive
industry based on rule-based explainability. Rehse et al. [85]
focused on real-time process management in the smart lego
factory for AI-based Industry 4.0 applications. In this con-
text, they developed an RNN-based deep learning model that
performs process predictions. In order to make the process

outcome estimates more understandable to workers and vis-
itors, they designed an interface that offers global and local
explanations from poct-hoc explainability techniques.

In Industrial IoT, unforeseen failures can cause disruption of
production processes, jeopardize employee safety and increase
operational costs. Therefore, it is critical to monitor the health
status of the mechanical equipment and to diagnose the failure
conditions. Sun et al. [87] proposed a CNN-based DL model
for machine health monitoring and automatic fault diagno-
sis. The authors have integrated a layer called CAMs into the
proposed model, which provides a visual explanation. In this
way, it provides a visual explanation of the image by localiz-
ing the damaged part with CAM without placing any sensors
on the machines. Chen and Lee [86] focused on the develop-
ment of explicable CNNs for classification in vibration signals
analysis. The authors used gradient class activation mapping
(Grad-CAM), which generates heat maps by calculating the
weights of each feature map according to the classification
scores, for CNN explainability. The authors also verified the
model explainability with NN, ANFIS, and decision trees.

Serradilla et al. [88] developed an RF algorithm for esti-
mating the RUL of industrial machines. ELI5 and LIME
techniques were used for the local and global interpretabil-
ity of the created model. Senoner et al. [89] designed a
DT-based decision model to improve process quality in the
manufacturing process. The designed model was tested on
the transistor chip production line. The SHAP model was
used in the analysis of the relationship between the param-
eters in the production and the quality of the production
process. Mehdiyev and Fettke [90] developed a conceptual
framework for predictive process monitoring that provides
approaches to guide researchers and practitioners. In this
context, they proposed a new post-doc explanation approach
called Surrogate Decision Trees, which will enable the results
of models, such as DNN, CNN, LSTM, and GAN to be
understood. Brito et al. [91] developed an approach for fault
detection and detection in rotating machines based on many
unsupervised anomaly detections and clustering algorithms,
such as KNN, SVM, histogram-based outlier score (HBOS),
isolation forest (IF), and local outlier factor (LOF). The
explainability of the models used in this approach is provided
by SHAP and local depth-based feature importance for the IF
(Local-DIFFI). The proposed approach has been tested on the
bearing, chance, and mechanical failure data sets.

G. Security and Privacy

Security and privacy are of paramount importance in all
applications of IoT. AI and ML-based algorithms/models are
widely used for intrusion detection, anomalous traffic detec-
tion, authentication, and malware detection in IoT security
systems. However, these systems need XAI techniques for
interpreting model decisions, reasoning, and providing trust
management.

Liu et al. [112] proposed a DNN-based framework to
quickly and reliably detect time-dependent anomalous events
in IoT data. Voronoi diagrams were used to explain the DNN
classification model. The framework is tested on both real
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aviation communication systems and simulation data, and its
effectiveness has been demonstrated. Mahbooba et al. [97]
considered the explainability of ML classifiers to improve
trust management in intrusion detection systems. The study
focused on the explainability method based on rule inference.
In the study, they compared the accuracy and explainability of
classifiers, such as decision trees, random forest, and SVM
on the widely used KDD benchmark data set. The results
show that the decision tree classifier has both higher accu-
racy and produces more interpretable rules. For the same
research problem, Sarhan et al. [96] proposed an IML-based
IDS to ensure security in IoT networks. The proposed system
is capable of detecting different types of attacks in various
network environments and has a generalizable structure. The
explainability and interpretability of the ML algorithms in the
proposed system were carried out through the SHAP method.
In another study of the same scope, Le et al. [103] aimed to
increase the intrusion detection performance of IDS systems
working with ML algorithms in IoT-based security system data
sets. The authors used DT and RF algorithms and used SHAP
to explain and interpret the classification decisions of these
algorithms.

Gorzałczany and Rudziński [100] concentrated on devel-
oping an interpretable IoT intrusion detection system using
fuzzy rule-based classifiers. Specifically, the authors aimed
to optimize the accuracy-interpretability tradeoff of IDSs
using the well-known multiobjective evolutionary optimization
approach. Parker et al. [93] proposed an interpretable intrusion
detection technique called DEMISe that uses stacked autoen-
coder (SAE)-based feature extraction models for IoT networks.
Rabah et al. [99] proposed an ML framework for botnet
attack detection in IoT. In the proposed framework, kNN,
SVM, MLP, and tree-based algorithms were used to detect.
The authors used LIME and PFI in interpreting the results
of the algorithm, thus providing support to cybersecurity
experts.

Zolanvari et al. [15] developed a new XAI model called
transparency based on statistical theory (TRUST) that statisti-
cally explains model outputs in AI-based systems. The authors
used factor analysis in the transformation of the model inputs,
and multimodal Gaussian distribution in determining the
model output probabilities. The developed TRUST model was
compared with the LIME model and it was emphasized that it
was more successful than LIME in terms of speed and accu-
racy. Khan et al. [95] proposed a framework based on CNN
and LSTM models for the detection of cyber threats in IIoT
networks. In the proposed framework, complex attacks are
examined on time series data with the sliding window (SW)
technique with fixed length and classified with DL models.
The authors used the LIME technique for DL models explain-
ability. Similarly, Saharkhizan et al. [94] designed multiple
LSTM models for cyber-attack detection in IoT networks. then
authors used a decision tree to unify and explain the outputs
of LSTM models. Nascita et al. [98] designed an architec-
ture called MIMETIC-ENHANCED, which can perform traffic
classification of mobile IoT devices based on explainability
analysis. In this architecture, the authors used the bidirectional
GRU model for traffic classification within the architecture and

the DeepSHAP method for the explainability of the BiGRU
model.

Wang et al. [92] focused on the explainability of machine
algorithms used in IDSs that provide IoT network security.
They proposed a framework for local and global explana-
tions of IDS decisions based on the SHAP technique. The
proposed framework aimed to increase the transparency of
IDS forecasts and to assist cybersecurity employees in better
understanding IDS decisions. In another study on the security
domain, El Houda et al. [101] addressed the explainability
of deep learning-based IDSs. In this study, the authors real-
ized the explainability of the DNN-based IDS system using
LIME, SHAP, and RuleFit methods. The authors showed that
the developed framework guarantees the interpretability and
transparency of its decisions against well-known IoT attacks.
Huong et al. [102] proposed a distributed architecture called
FedeX, which aims to detect anomalies occurring in industry
control systems. They developed a hybrid federated learn-
ing model (FedVAE-SVDD) based on variational autoencoder
(VAE) and support vector data description (SVDD) within
the architecture. In FedeX, anomalies are detected on the
edge computing infrastructure and in real time. The authors
use/have used the SHAP model to visualize and explain the
anomaly predictions of the FedVAE-SVDD model.

H. Smart Agriculture

Smart agriculture opened the door to sustainable and respon-
sible agriculture by making better management decisions with
AI-powered decision support systems. However, these systems
face user adoption issues. For this reason, it is critical to make
AI systems used in agriculture interpretable and understand-
able by the user. In this context, there are some studies in
the literature. Tsakiridis et al. [113] proposed a decision sup-
port system called Vital that fully automates the irrigation
of open fields. In the proposed system, the authors use the
XAI approach to show that Vital can help conserve water
and resources by making more precise decisions in irrigation
management. Gandhi et al. [114] proposed a framework that
allows for field water system mechanization, irrigation con-
trol, and precision farming based on a fuzzy logic approach.
Authors aim to obtain the exact and the best atmosphere where
a crop can easily cultivate and can give maximum yield. In
this context, the proposed model is tested with different crops
(barley, cotton, millets, groundnut, etc.) and soil types (clayey,
red, sandy, etc.). For this purpose, the proposed Mamdani-type
rule-based system takes temperature, humidity, soil moisture,
and water nutrient sensor values, then it makes smart decisions.
Kenny et al. [115] proposed a case-based reasoning system
called PBI-CBR that predicts grass growth for dairy farmers.
The authors aimed to provide users with high-accuracy deci-
sions and post-doc explainability by using the same district
and farm data in the development of the system.

Kundu et al. [104] developed an IoT-based automated
data collection and classification framework for plant disease
detection. Custom-Net, which is created from state-of-the-
art models, such as ResNet, Inception, and VGG, was used
for disease detection. The authors used GradCAM for model
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explainability. Viana et al. [105] proposed a framework using
explanatory ML to effectively plan and manage the use of
wheat, maize, and olive land. In this framework, the effects
of features, such as slope, soil type, and drainage density
as well as socio-economic conditions were investigated. The
authors used the RF algorithm as an ML model and PFI, PDPs,
and LIME for explainability. Garrido et al. [106] focused on
developing multivariate and explainable ML models to predict
evaporative water loss in irrigated agriculture. For this pur-
pose, the ANN model, which takes climate variables, such as
soil, temperature, solar heating, and pressure as input, has been
proposed. Model explainability was performed based on rule
inference based on DT.

IV. CHALLENGES, OPEN ISSUES, AND

FUTURE RESEARCH DIRECTIONS

There is ample evidence that humans have over-trusted
AI systems in the past, and they still have a long way
to go before they can fully trust them today [116]. Apart
from the benefits and potential that XAI brings to the realm
of complex decision systems, there are some drawbacks as
well [12], [48], [117] which are listed below.

1) Within the scope of XAI, some key concepts are contra-
dictory or imprecise. It has nonstandardized terminology.
Everyone agrees, for example, that algorithmic explana-
tions should be faithful. However, it is unclear whether
the loyalty should be to the target model or to the data
generation process. These conceptual dilemmas cause
misunderstanding and pointless debate [117].

2) The bulk of XAI methods does not measure expected
error rates. This makes it difficult to subject algorithmic
explanations to severe tests, as required by any scientific
hypothesis [117].

3) The absence of a quantitative measure of the com-
pleteness and accuracy of interpretable systems. When
assessing the quality of interpretability of a model, it
should not vary according to the field knowledge of
the observer. It is necessary to determine the most
appropriate objective measurement metrics [48].

4) When ML results are more explicitly stated in terms
of how they behave for a specific problem, malicious
people can use this information for their own benefit. An
attacker, for example, can understand what information
an ML algorithm utilizes to arrive at a specific result
via interpretability. With this knowledge, it attempts to
manipulate the ML algorithm by seeking to find minor
changes in the inputs that will result in a different output
result [12].

5) Some commonly used XAI models are vulnerable
to adversarial attacks and this raises concerns about
whether should we trust the XAI models if it is manip-
ulated [118].

6) There is a lack of proper structure to combine multiple
XAI methods with the aim of generating more complete
explanations.

7) Explanations can be illogical for the nonexperts. An
explanation may neglect too many features, which goes

beyond the purpose of models. It explains what are
important features, but does not explain what is the exact
relationships between features and why they are impor-
tant. The explanations are required for looking into the
domain experts or some techniques to find out the cor-
relations between the features and what they mean for
the overall result.

8) Although XAI-based models can increase model confi-
dence and transparency, these models do not guarantee
that the system is trained on accurate or unbiased data
sets, resulting in weaknesses in the training process,
design, model, and target function. This is a lack of
confidentiality which poses a security concern [14].

In light of the above challenging issues, some future direc-
tions can be listed as follows to be a guide for the related
users.

1) For complete and clear explanations, model-specific
methods should be used for improved fidelity since they
are capable of looking into deeper the model archi-
tecture and specialized for an explanation of the inner
structure about how it reaches the decision. Also, com-
bining methods can overcome the partial explanations
and provide a complete explanation for the model.

2) For easier explanations, automation of XAI models can
be provided as ML does recently, performing certain
tasks, such as feature selection and hyperparameter tun-
ing. In addition, advances in technology will allow for
improvements in libraries and packages, which enable a
high level of explanations.

3) Trusting the results of XAI becomes a growing issue
as the applications of IoT become wider. Therefore,
improving the security and resiliency of XAI models
can be an emerging topic to deal with. The issues, such
as security, accountability, fairness, and ethics are dis-
cussed in the context of Responsible AI by the authors
of [12].

4) IoT network usually poses a distributed architecture
where IoT data is collected and processed by fog or
cloud servers. They collaborate with AI systems. By
exploiting federated learning, fog servers have the poten-
tial to explain black-box models locally and generate
local decisions, while cloud servers explain models
globally and generate aggregated explanations.

5) IoT has various application areas, such as wearable
systems or nano-based IoT. XAI may use application-
specific interfaces so that the model can understand
the details of applications and generates granular
explanations.

V. CONCLUSION

In this article, we present a detailed survey of XAI models
in AI-based IoT applications. Our study provides researchers
with a comprehensive perspective on the usage areas of XAI
methods in the IoT domain. In this context, we first explain
the usage requirements and potential benefits of XAI methods
in IoT. Then, we comprehensively examine XAI studies in
IoT by application areas. In addition, we summarize all the
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studies with a broad perspective in accordance with the XAI
terminology and taxonomy. We finally present innovative ideas
for potential future studies by focusing on future direction and
open issues.
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