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#### Abstract

The main purpose of this study is to introduce the absolute Lucas series spaces and to investigate their some algebraic and topological structure such as some inclusion relations, $B K$ - to this space, duals and Schauder basis. Also, the characterizations of matrix operators related to these space with their norms are given. Finally, by using Hausdorff measure of noncompactness, the necessary and sufficient conditions for a matrix operator on them to be compact are obtained.
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## 1. Introduction

Let $\omega$ be the set of all sequences of complex numbers. A vector subspace of $\omega$ is called a sequence space. The spaces $l_{\infty}, c, c_{0}, \Psi, b s, c s, l$ and $l_{p}(p>1)$ stand for the classes of all bounded, convergent, null and finite sequences and the classes of all bounded, convergent, absolutely convergent and $p$-absolutely convergent series, respectively.

Let $X$ and $Y$ be two sequence spaces and $A=\left(a_{n v}\right)$ be an arbitrary infinite matrix with complex components for all $n, v \in \mathbb{N}=\{0,1,2, \ldots\}$. If the series

$$
A_{n}(x)=\sum_{v=0}^{\infty} a_{n v} x_{v}
$$

converges for all $n \in \mathbb{N}$, then, by $A(x)=\left(A_{n}(x)\right)$, we indicate the $A$-transform of the sequence $x=\left(x_{v}\right)$. Also, if $A x=\left(A_{n}(x)\right) \in Y$ for every $x \in X$, then, $A$ is called a matrix transformation from the sequence space $X$ into the sequence space $Y$, and the class of all infinite matrices from $X$ into $Y$ is denoted by $(X, Y)$.

A summability method is denoted by the matrix $A$ if the transform sequence $A(x)$ converges to a real number.
The multiplier space of $X$ and $Y$ is identified by

$$
S(X, Y)=\left\{z=\left(z_{k}\right) \in \omega: x z=\left(x_{k} z_{k}\right) \in Y \text { for all } x \in X\right\}
$$

According to this notation, duals of the space $X$ are described as

$$
X^{\alpha}=S(X, l), X^{\beta}=S(X, c s), X^{\gamma}=S(X, b s)
$$

If $a_{n n} \neq 0$ for all $n$ and $a_{n v}=0$ for $n<v$, then it is said that $A$ is a triangle.
The concept of the domain of an infinite matrix $A$ in the sequence space $X$ is described as

$$
X_{A}=\left\{x=\left(x_{n}\right) \in \omega: A(x) \in X\right\}
$$

which is a new sequence space. In this connection, by means of the concept of the matrix domain, different new sequence spaces have been presented and their topological, algebraic structure and matrix transformations have been studied in literature. For example, one can see some of these spaces in references ([1, 2], [10-12], [23]).

A sequence space $X$ is called an $F K$-space if it is a complete linear metric space with continuous coordinates $p_{n}: X \rightarrow \mathbb{C}$ defined by $p_{n}(x)=x_{n}$ for all $n \in \mathbb{N}$. Further, an $F K$-space $X$ whose metric is given by a norm is said to be a $B K$-space. The theory of $F K$ - and $B K$-spaces has an important role in summability theory. For example, the operators between $B K$-spaces are continuous and the matrix domain of a triangle $A$ in the $B K$-space $X$ is also a $B K$-space and its norm is given by

$$
\|x\|_{X_{A}}=\|A(x)\|_{X},
$$

[4]. Let $X$ be a normed sequence space and $\left(b_{k}\right)$ be a sequence in $X$. If there exists a unique sequence of coefficients $\left(x_{k}\right)$ such that, for each $x \in X$,

$$
\left\|x-\sum_{k=0}^{n} x_{k} b_{k}\right\| \rightarrow 0, n \rightarrow \infty
$$

then, the sequence $\left(b_{k}\right)$ is called the Schauder basis (or briefly basis) for $X$, and in this case it is written that $x=\sum_{k=0}^{\infty} x_{k} b_{k}$. It is said that an $F K$-space $X$, consisting all finite sequences, has $A K$ property if every sequence $x=\left(x_{k}\right) \in X$ has a unique representation $x=\sum_{j=0}^{\infty} x_{j} e^{(j)}$, where $e^{(j)}$ is the sequence whose only non-zero term is 1 in the $j$ th place for each $j \in \mathbb{N}$. This means that the sequence $\left(e^{(j)}\right)$ is a Schauder basis for any $F K$ - space with $A K$. For example, $\left(e^{(j)}\right)$ is the Schauder basis of the space $l_{p}$, but the space $l_{\infty}$ doesn't have the Schauder basis [20].

For arbitrary two Banach spaces $X$ and $Y, \mathcal{B}(X, Y)$ denotes the set of all continuous linear operators from the space $X$ into the space $Y$, and the operator norm of $A \in \mathcal{B}(X, Y)$ is stated by

$$
\|A\|=\sup _{x \neq 0} \frac{\|A(x)\|_{Y}}{\|x\|_{X}}
$$

In the special case $Y=\mathbb{C}$, it is written that $X^{*}=\mathcal{B}(X, \mathbb{C})$, the set of all continuous linear functional on $X$.
If $a \in \omega$ and $X \supset \Psi$ is a $B K$-space, then

$$
\|a\|_{X}^{*}=\sup _{x \in S_{X}}\left|\sum_{k=0}^{\infty} a_{k} x_{k}\right|
$$

provided the right hand side of the equation exists, where $S_{X}$ is the unit sphere in $X$, and it is finite for $a \in X^{\beta}$.
Throughout the whole paper, we suppose that $\phi=\left(\phi_{n}\right)$ is a sequence of positive numbers and $p^{*}$ is conjugate of $p$, that is, $1 / p+1 / p^{*}=1, p>1$, and $1 / p^{*}=0$ for $p=1$.

Let take $\sum x_{v}$ as an infinite series with $n$th partial sum $s_{n}$. Then, the series $\sum x_{v}$ is said to be summable $\left|A, \phi_{n}\right|_{p^{\prime}}$ if (see[29])

$$
\left.\sum_{n=0}^{\infty} \phi_{n}^{p-1} \mid A_{n}(s)-A_{n-1}(s)\right)\left.\right|^{p}<\infty, A_{-1}(s)=0
$$

This method includes some well known methods. For instance, if $A$ is the matrix of weighted mean ( $\bar{N}, p_{n}$ ) (resp. $\phi_{n}=P_{n} / p_{n}$ ), then it is reduced to the summability $\left|\bar{N}, p_{n}, \phi_{n}\right|_{p}$ [31] (the summability $\left|\bar{N}, p_{n}\right|_{p}$ [3]). Also if we take $A$ as the matrix of Cesàro mean of order $\alpha>-1$ and $\phi_{n}=n$, then we get the summability $|C, \alpha|_{p}$ in Flett's notation [5]. The choice of the Fibonacci matrix instead of $A$ leads to the absolute Fibonacci summability method [7]. In
addition to the aforementioned spaces, several absolute series spaces have also taken place in the literature (see [6, 8, 19, 25, 27-29]).

The Lucas sequence $\left(L_{n}\right)$ is one of the most interesting number sequences in mathematics and is named after the mathematician François Edouard Anatole Lucas (1842-1891). It is given by the Fibonacci recurrence relation with different initial condition such that

$$
L_{0}=2, L_{1}=1 \text { and } L_{n}=L_{n-1}+L_{n-2} \text { for } n \geq 2
$$

also, the terms of the Lucas sequence have the following important properties

$$
\begin{gathered}
\sum_{k=1}^{n} L_{k}=L_{n+2}-3, \sum_{k=1}^{n} L_{2 k-1}=L_{2 n}-2 \\
\sum_{k=1}^{n} L_{2 k}=L_{2 n+1}-1, \sum_{k=1}^{n} L_{k}^{2}=L_{n} L_{n+1}-2 \\
L_{n-1}^{2}+L_{n} L_{n-1}-L_{n}^{2}=5(-1)^{n+1}, n \geq 1 \\
L_{n-1} L_{n+1}-L_{n}^{2}=5(-1)^{n+1}, n \geq 1
\end{gathered}
$$

We refer reader to [13] for other properties. Additionally, just like the Fibonacci numbers, the rates of successive Lucas numbers converges to the golden ratio which is one of the most interesting irrationals playing an important role in number theory, algorithms, network theory, etc. Using Lucas numbers, the Lucas matrix $\hat{E}(r, s)=\left(\hat{e}_{n k}(r, s)\right)$ has recently been defined [12] as

$$
\hat{e}_{n k}(r, s)=\left\{\begin{array}{lr}
s \frac{L_{n}}{L_{n-1}}, & k=n-1 \\
r \frac{L_{n-1}}{L_{n}}, & k=n \\
0, & \text { otherwise }
\end{array}\right.
$$

where $L_{n}$ be the $n$th Lucas number for every $n \in \mathbb{N}$ and $r, s \in \mathbb{R}-\{0\}$.
The aim of this paper is to define the absolute sumability space $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ and investigate its some inclusion relations, $\alpha-, \beta-, \gamma-$ duals and basis. Also, some matrix and compact operators on this space are characterized and their operator norms and Hausdorff measures of noncompactness are determined.

It is required the following lemmas in proving theorems.
Lemma 1.1. [18] Let $T$ be a triangle, $X$ and $Y$ be two arbitrary subsets of $\omega$. Then, we have
(a) $A \in\left(X, Y_{T}\right)$ if and only if $B=T A \in(X, Y)$.
(b) Further, if $X$ and $Y$ are BK-spaces and $A \in\left(X, Y_{T}\right)$, then $\left\|L_{A}\right\|=\left\|L_{B}\right\|$.

Lemma 1.2. [30] Let $1<p<\infty$. Then,

1. $A \in(l, c) \Leftrightarrow(i) \lim _{n} a_{n v}$ exists for $v \geq 0$, (ii) $\sup _{n, v}\left|a_{n v}\right|<\infty$,
2. $A \in\left(l, l_{\infty}\right) \Leftrightarrow(i i)$ holds,
3. $A \in\left(l, c_{0}\right) \Leftrightarrow$ (iii) $\lim _{n} a_{n v}=0$ for all $v \geq 0$ and (ii) hold,
4. $A \in\left(l_{p}, c\right) \Leftrightarrow(i)$ holds, $(i v) \sup _{n} \sum_{v=0}^{\infty}\left|a_{n v}\right|^{p^{*}}<\infty$,
5. $A \in\left(l_{p}, l_{\infty}\right) \Leftrightarrow(i v)$ holds,
6. $A \in\left(l_{p}, c_{0}\right) \Leftrightarrow$ (iii) and (iv) hold.

Lemma 1.3. [14] Let $1 \leq p<\infty$. Then, $A \in\left(l, l_{p}\right)$ if and only if

$$
\|A\|_{\left(l, l_{p}\right)}=\sup _{v}\left\{\sum_{n=0}^{\infty}\left|a_{n v}\right|^{p}\right\}^{\frac{1}{p}} .
$$

Lemma 1.4. [30] Let $1<p<\infty$. Then, $A \in\left(l_{p}, l\right)$ if and only if

$$
\|A\|_{\left(l_{p}, l\right)}=\sup _{N \in \mathfrak{F}}\left\{\sum_{v=0}^{\infty}\left|\sum_{n=0}^{\infty} a_{n v}\right|^{p^{*}}\right\}^{1 / p^{*}}
$$

where $\mathfrak{F}$ denotes the collection of all finite subsets of $\mathbb{N}$.
Lemma 1.5. [27] Let $1<p<\infty$. Then, $A \in\left(l_{p}, l\right)$ if and only if

$$
\|A\|_{(l p, l)}^{\prime}=\left\{\sum_{v=0}^{\infty}\left(\sum_{n=0}^{\infty}\left|a_{n v}\right|\right)^{p^{*}}\right\}^{1 / p^{*}}<\infty .
$$

Moreover since $\|A\|_{\left(l_{p}, l\right)} \leq\|A\|_{\left(l_{p}, l\right)}^{\prime} \leq 4\|A\|_{\left(l_{p}, l\right)}$, there exists $1 \leq \xi \leq 4$ such that $\|A\|_{\left(l_{p}, l\right)}^{\prime}=\xi\|A\|_{\left(l_{p}, l\right)}$.
Lemma 1.6. [18] Let $1<p<\infty$ and $p^{*}$ denote the conjugate of $p$. Then, $l_{p}^{\beta}=l_{p^{*}}$ and $l_{\infty}^{\beta}=c^{\beta}=c_{0}^{\beta}=l, l^{\beta}=l_{\infty}$. Also, let $X$ denote any of the spaces $l_{\infty}, c, c_{0}, l$ and $l_{p}$. Then, we have

$$
\|a\|_{X}^{*}=\|a\|_{X^{\beta}}
$$

for all $a \in X^{\beta}$, where $\|\cdot\|_{X^{\beta}}$ is the natural norm on the $X^{\beta}$.
Lemma 1.7. [15] Let $X$ and $Y$ be $B K$-spaces. Then, we have
(a) $(X, Y) \subset \mathcal{B}(X, Y)$, that is, every matrix $A \in(X, Y)$ defines an operator $L_{A} \in \mathcal{B}(X, Y)$ by $L_{A}(x)=A(x)$ for all $x \in X$.
(b) If $X$ has $A K$, then $\mathcal{B}(X, Y) \subset(X, Y)$, that is, for every operator $L \in \mathcal{B}(X, Y)$ there exists a matrix $A \in(X, Y)$ such that by $L(x)=A(x)$ for all $x \in X$.
Lemma 1.8. [4] Let $X \supset \Psi$ be a $B K$-space and $Y$ be any of the spaces $\ell_{\infty}, c, c_{0}$. If $A \in(X, Y)$, then

$$
\left\|L_{A}\right\|=\|A\|_{\left(X, l_{\infty}\right)}=\sup _{n}\left\|A_{n}\right\|_{X}^{*}<\infty .
$$

## 2. Hausdorff Measure of Noncompactness

If $S$ and $R$ are subsets of a metric space $(X, d)$ and, for every $r \in R$, there exists an $s \in S$ such that $d(r, s)<\varepsilon$ then, $S$ is called an $\varepsilon$-net of $R$; if $S$ is finite, then the $\varepsilon$-net $S$ of $R$ is called a finite $\varepsilon$-net of $R$. Let $X, Y$ be two Banach spaces. It is said that a linear operator $L: X \rightarrow Y$ is compact if its domain is all of $X$ and the sequence $\left(L\left(x_{n}\right)\right)$ has a convergent subsequence in $Y$, for every bounded sequence $\left(x_{n}\right)$ in $X$. The class of such operators is denoted by $\mathcal{C}(X, Y)$. If $Q$ is any bounded subset of the metric space $X$, then the Hausdorff measure of noncompactness of $Q$ is given by

$$
\chi(Q)=\inf \{\varepsilon>0: Q \text { has a finite } \varepsilon-\text { net in } X\},
$$

and $\chi$ is named the Hausdorff measure of noncompactness. Using the Hausdorff measure of noncompactness, some compact operators on various sequence spaces are characterized by many authors. For example, Mursaleen and Noman in [21, 22], Malkowsky and Rakocevic in [17] have used the Hausdorff measure of noncompactness method to characterize the class of compact operators on some known spaces, (see also [7, 8, 15, 26]).

The following lemma is very important to calculate the Hausdorff measure of noncompactness of any bounded subset of the space $l_{p}$.

Lemma 2.1. ([24]) Let $Q$ be a bounded subset of the normed space $X$ where $X=l_{p}$ for $1 \leq p<\infty$ or $X=c_{0}$. If $P_{r}: X \rightarrow X$ is the operator defined by $P_{r}(x)=\left(x_{0}, x_{1}, \ldots x_{r}, 0,0, \ldots\right)$ for all $x \in X$, then

$$
\chi(Q)=\lim _{r \rightarrow \infty}\left(\sup _{x \in Q}\left\|\left(I-P_{r}\right)(x)\right\|\right)
$$

Let $X$ and $Y$ be two Banach spaces, $\chi_{1}$ and $\chi_{2}$ be Hausdorff measures on $X$ and $Y$, the linear operator $L: X \rightarrow Y$ is said to be $\left(\chi_{1}, \chi_{2}\right)$ - bounded if $L(Q)$ is a bounded subset of $Y$ and there exists a constant $M>0$ such that $\chi_{2}(L(Q)) \leq M \chi_{1}(Q)$ for every bounded subset $Q$ of $X$. If an operator $L$ is $\left(\chi_{1}, \chi_{2}\right)$-bounded, then the number

$$
\|L\|_{\left(\chi_{1}, \chi_{2}\right)}=\inf \left\{M>0: \chi_{2}(L(Q)) \leq M \chi_{1}(Q) \text { for all bounded set } Q \subset X\right\}
$$

is called the $\left(\chi_{1}, \chi_{2}\right)$-measure noncompactness of $L$. In particular, if $\chi_{1}=\chi_{2}=\chi$ then it is written that $\|L\|_{(\chi, \chi)}=$ $\|L\|_{\chi}$.

There is a significant relation between compact operators and Hausdorff measure of noncompactness. The following lemma gives this relation.

Lemma 2.2. [18] Let $X$ and $Y$ be two Banach spaces and $L \in \mathcal{B}(X, Y)$. Also, let the set $S_{x}=\{x \in X:\|x\| \leq 1\}$ be the unit sphere in $X$. Then,

$$
\|L\|_{\chi}=\chi\left(L\left(S_{x}\right)\right)
$$

and

$$
L \in \mathcal{C}(X, Y) \Leftrightarrow\|L\|_{\chi}=0
$$

Lemma 2.3. [16] Let $X$ be a normed sequence space, $T=\left(t_{n v}\right)$ be an infinite triangle matrix, $\chi_{T}$ and $\chi$ define the Hausdorff measures of noncompactness on $M_{X_{T}}$ and $M_{X}$, the collections of all bounded sets in $X_{T}$ and $X$, respectively. Then, $\chi_{T}(Q)=\chi(T(Q))$ for all $Q \in M_{X_{T}}$.

Lemma 2.4. [22] Let $X \supset \Psi$ be a $B K$-space with $A K$ or $X=l_{\infty}$. If $A \in(X, c)$, then, we have

$$
\begin{gathered}
\lim _{n \rightarrow \infty} a_{n k}=\alpha_{k} \text { exists for all } k \\
\alpha=\left(\alpha_{k}\right) \in X^{\beta} \\
\sup _{n}\left\|A_{n}-\alpha\right\|_{X}^{*}<\infty \\
\lim _{n \rightarrow \infty} A_{n}(x)=\sum_{k=0}^{\infty} \alpha_{k} x_{k} \text { for every } x=\left(x_{k}\right) \in X
\end{gathered}
$$

Lemma 2.5. [22] Let $X \supset \Psi$ be a BK-space. Then,
(a) If $A \in\left(X, c_{0}\right)$, then

$$
\left\|L_{A}\right\|_{\chi}=\lim _{r \rightarrow \infty}\left(\sup _{n>r}\left\|A_{n}\right\|^{*}\right)
$$

(b) If $X$ has $A K$ or $X=l_{\infty}$ and $A \in(X, c)$, then

$$
\frac{1}{2} \lim _{r \rightarrow \infty}\left(\sup _{n \geq r}\left\|A_{n}-a\right\|^{*}\right) \leq\left\|L_{A}\right\|_{\chi} \leq \lim _{r \rightarrow \infty}\left(\sup _{n \geq r}\left\|A_{n}-a\right\|^{*}\right)
$$

where $a=\left(a_{k}\right)$ defined by $a_{k}=\lim _{n \rightarrow \infty} a_{n k}$, for all $n \in \mathbb{N}$.
(c) If $A \in\left(X, l_{\infty}\right)$, then

$$
0 \leq\left\|L_{A}\right\|_{\chi} \leq \lim _{r \rightarrow \infty}\left(\sup _{n>r}\left\|A_{n}\right\|^{*}\right)
$$

## 3. Absolute Lucas summability spaces

In this section, firstly, the summability space $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ as the set of all series summable by absolute Lucas method is introduced, and it is proved that this space is a BK-space which is linearly isomorphic to $l_{p}$ for $1 \leq p<\infty$. Also, giving some inclusion relations, $\alpha-, \beta-$ and $\gamma-$ duals and Schauder basis of this space are investigated.

If the Lucas matrix is taken instead of $A$, then $\left|A, \phi_{n}\right|_{p}$ summability is reduced to the absolute Lucas summability. Then, since $\left(s_{n}\right)$ is a sequence of partial sum of the series $\sum x_{k}$, it follows that

$$
\begin{aligned}
\hat{E}_{n}(r, s)(s)=\sum_{k=1}^{n} \hat{e}_{n k}(r, s) s_{k} & =\sum_{k=1}^{n} x_{k} \sum_{v=k}^{n} \hat{e}_{n v}(r, s) \\
& =x_{n} \hat{e}_{n n}(r, s)+\sum_{k=1}^{n-1}\left(\hat{e}_{n n}(r, s)+\hat{e}_{n, n-1}(r, s)\right) x_{k} \\
& =x_{n} r \frac{L_{n-1}}{L_{n}}+\sum_{k=1}^{n-1}\left(s \frac{L_{n}}{L_{n-1}}+r \frac{L_{n-1}}{L_{n}}\right) x_{k} \\
& =\sum_{k=1}^{n} l_{n k} x_{k}
\end{aligned}
$$

where the matrix $\mathcal{L}(r, s)=\left(l_{n k}\right)$ is given by

$$
l_{n k}=\left\{\begin{array}{lr}
r \frac{L_{n-1}}{L_{n}}, & k=n  \tag{3.1}\\
s \frac{L_{n}}{L_{n-1}}+r \frac{L_{n-1}}{L_{n}}, & 1 \leq k \leq n-1 \\
0, & k>n
\end{array}\right.
$$

So, we get

$$
\begin{aligned}
\hat{E}_{n}(s)-\hat{E}_{n-1}(s) & =x_{n} r \frac{L_{n-1}}{L_{n}}+x_{n-1}\left(s \frac{L_{n}}{L_{n-1}}+r \frac{5(-1)^{n+1}}{L_{n} L_{n-1}}\right)+\sum_{k=1}^{n-2} \frac{5(-1)^{n}}{L_{n-1}}\left(\frac{s}{L_{n-2}}-\frac{r}{L_{n}}\right) x_{k} \\
& =\sum_{k=1}^{n} \xi_{n k} x_{k}
\end{aligned}
$$

where

$$
\xi_{n k}=\left\{\begin{array}{lr}
r \frac{L_{n-1}}{L_{n}}, & k=n  \tag{3.2}\\
s \frac{L_{n}}{L_{n-1}}+r \frac{5(-1)^{n+1}}{L_{n} L_{n-1}}, & k=n-1 \\
\frac{5(-1)^{n}}{L_{n-1}}\left(\frac{s}{L_{n-2}}-\frac{r}{L_{n}}\right), & 1 \leq k \leq n-2 \\
0, & k>n .
\end{array}\right.
$$

Hence, the space $|\mathcal{L}(r, s)|_{p}$ can be stated by

$$
|\mathcal{L}(r, s)|_{p}=\left\{x \in \omega:\left(\phi_{n}^{1 / p^{*}} \sum_{k=1}^{n} \xi_{n k} x_{k}\right) \in l_{p}\right\} .
$$

On the other hand, according to the matrix domain, this space is redefined by

$$
\left|\mathcal{L}^{\phi}(r, s)\right|_{p}=\left(l_{p}\right)_{E^{(p)} \circ \mathcal{L}(r, s)}
$$

where

$$
e_{n k}^{(p)}=\left\{\begin{array}{lr}
\phi_{n}^{1 / p^{*}}, & k=n  \tag{3.3}\\
-\phi_{n}^{1 / p^{*}}, & k=n-1 \\
0, & k \neq n, n-1
\end{array}\right.
$$

Also, we note

$$
\left(E^{(p)} \circ \mathcal{L}(r, s)\right)_{n}(x)=\phi_{n}^{1 / p^{*}}\left(\mathcal{L}(r, s)_{n}(x)-\mathcal{L}_{n-1}(r, s)(x)\right)
$$

Moreover, since every triangle matrix has a unique triangle inverse [32], the matrices $\mathcal{L}(r, s)$ and $E^{(p)}$ have unique inverses $\tilde{\mathcal{L}}(r, s)=\left(\tilde{l}_{n k}\right)$ and $\tilde{E}^{(p)}=\left(\tilde{e}_{n k}\right)$ whose terms are given by

$$
\begin{gather*}
\tilde{l}_{n k}=\left\{\begin{array}{lr}
\frac{1}{r} \frac{L_{n}}{L_{n}}, \\
\frac{(-1)^{n-k}}{r}\left(\frac{s}{r}\right)^{n-1-k} \frac{1}{L_{k} L_{k-1}}\left(\frac{s}{r} L_{n}^{2}+L_{n-1}^{2}\right), & 1 \leq k \leq n-1 \\
0, & k>n
\end{array}\right.  \tag{3.4}\\
\tilde{e}_{n v}^{(p)}=\left\{\begin{array}{lr}
\phi_{v}^{-1 / p^{*}}, & 1 \leq v \leq n \\
0, & v>n
\end{array}\right. \tag{3.5}
\end{gather*}
$$

respectively.
First, to understand the space better, we exibit some relations between the spaces $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ and $l_{p}$.
Theorem 3.1. Let $\phi \in l_{\infty}$ and $1 \leq p<\infty$. Then, $l_{p} \subset\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$.
Proof. For $p=1$, it is clear, it is omitted. Let $p>1$. By the properties of Lucas numbers, the series $\sum_{n} \frac{1}{L_{n}}$ is convergent and also $\left(\frac{1}{L_{n}}\right)$ is a decreasing sequence. So, it follows from Abel's Theorem that $\frac{n}{L_{n}} \rightarrow 0$ as $n \rightarrow \infty$. This gives $\sum_{k=0}^{n}\left|\xi_{n k}\right|=O(1)$ and $\sum_{n=k}^{\infty}\left|\xi_{n k}\right|=O(1)$. Hence, by Hölder's inequality, it is obtained that

$$
\begin{aligned}
\|x\|_{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}} & =\left\{\sum_{n=1}^{\infty}\left|\phi_{n}^{1 / p^{*}} \sum_{k=1}^{n} \xi_{n k} x_{k}\right|^{p}\right\}^{1 / p} \\
& \leq\left\{\sum_{n=1}^{\infty} \phi_{n}^{p-1} \sum_{k=1}^{n}\left|\xi_{n k}\right|\left|x_{k}\right|^{p}\left(\sum_{k=1}^{n}\left|\xi_{n k}\right|\right)^{p / p^{*}}\right\}^{1 / p} \\
& =O(1)\left\{\sum_{k=1}^{\infty}\left|x_{k}\right|^{p} \sum_{n=k}^{\infty}\left|\xi_{n k}\right|\right\}^{1 / p} \\
& =O(1)\left\{\sum_{k=1}^{\infty}\left|x_{k}\right|^{p}\right\}^{1 / p}=O(1)\|x\|_{l_{p}}
\end{aligned}
$$

which completes the proof.
Theorem 3.2. Let $1 \leq p \leq q<\infty$. If there is a constant $M>0$ such that $\phi_{n} \leq M$ for all $n \in \mathbb{N}$, then $\left|\mathcal{L}^{\phi}(r, s)\right|_{p} \subset$ $\left|\mathcal{L}^{\phi}(r, s)\right|_{q}$.
Proof. To prove the inclusion, take $x \in\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$. Since $l_{p} \subset l_{q}$ for $1 \leq p \leq q<\infty$, it is clear that $\left(\phi_{n}^{1 / p^{*}} \sum_{j=0}^{n} \xi_{n j} x_{j}\right) \in$ $l_{q}$. Also, by considering $\phi_{n} \leq M$ for all $n \in \mathbb{N}$, it can be written that

$$
M^{\frac{q}{p^{*}}-\frac{q}{q^{*}}}\left|\phi_{n}^{\frac{1}{q^{*}}} \sum_{j=1}^{n} \xi_{n j} x_{j}\right|^{q} \leq\left|\phi_{n}^{1 / p^{*}} \sum_{j=1}^{n} \xi_{n j} x_{j}\right|^{q}
$$

which implies that $x \in|\mathcal{L}(r, s)|_{q}$.
The following result is useful to determine a Schauder basis for the matrix domain of a special triangular matrix in a linear metric space.

Lemma 3.1. ([9]). Let $T$ be a triangular matrix and $S$ be its inverse. If $\left(b_{k}\right)$ is a Schauder basis of the metric space $(X, d)$, then $\left(S\left(b_{k}\right)\right)$ is a basis of $X_{T}$ with respect to the metric $d_{T}$ given by $d_{T}\left(z_{1}, z_{2}\right)=d\left(T z_{1}, T z_{2}\right)$ for all $z_{1}, z_{2} \in X_{T}$.
Theorem 3.3. Let $1 \leq p<\infty$. Then, the set $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ is a linear space with coordinate-wise addition and scalar multiplication. Also, it is a BK-space with respect to the norm

$$
\|x\|_{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}}=\left\|E^{(p)} \circ \mathcal{L}(r, s)(x)\right\|_{l_{p}}
$$

Moreover, the sequence $b^{(j)}=\left(b_{n}^{(j)}\right)$ defined by

$$
b_{n}^{(j)}=\left\{\begin{array}{lr}
\phi_{j}^{-1 / p^{*}}\left(\frac{1}{r} \frac{L_{n}}{L_{n}-1}+\sum_{k=j}^{n-1} \frac{(-1)^{n-k}}{r}\left(\frac{s}{r}\right)^{n-1-k} \frac{1}{L_{k} L_{k-1}}\left(\frac{s}{r} L_{n}^{2}+L_{n-1}^{2}\right)\right), & 1 \leq j \leq n-1 \\
\phi_{n}^{-1 / p^{*}} \frac{1}{r} \frac{L_{n}}{L_{n}-1}, & j=n \\
0 & j>n
\end{array}\right.
$$

is a Schauder basis for the space $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$.
Proof. Since the space $l_{p}$ is a $B K$-space for $1 \leq p<\infty$ and $E^{(p)} \circ \mathcal{L}^{\phi}(r, s)$ is a triangle matrix, it follows from Theorem 4.3.2 of [32], $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}=\left(l_{p}\right)_{E^{(p)} \circ \mathcal{L}(r, s)}$ is a $B K$-space. On the other hand, it is known that the sequence $\left(e^{(j)}\right)$ is the Schauder basis of the space $l_{p}$. So, it can be obtained by Lemma 3.1 that $b^{(j)}=\left(\left(\tilde{L}(r, s) \circ \tilde{E}^{(p)}\right)_{n}\left(e^{(j)}\right)\right)$ is a Schauder basis of the space $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$.

Theorem 3.4. Let $1 \leq p<\infty$. Then, there exists a linear isomorphism between the spaces $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ and $l_{p}$ i.e., $\left|\mathcal{L}^{\phi}(r, s)\right|_{p} \cong$ $l_{p}$.

Proof. To prove this, it should be shown that the existence of a linear bijection between the spaces $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ and $l_{p}$ where $1 \leq p<\infty$. Let consider the maps $\mathcal{L}(r, s):\left|\mathcal{L}^{\phi}(r, s)\right|_{p} \rightarrow\left(l_{p}\right)_{E^{(p)}}, E^{(p)}:\left(l_{p}\right)_{E^{(p)}} \rightarrow l_{p}$ given by (3.1) and (3.3) . Since the matrices corresponding to these maps are triangles, these are linear bijections. So, the composite function $E^{(p)} \circ \mathcal{L}(r, s)$ has the same property. Further, one can see that the norm is preserved. This completes the proof.

We use the following notations in the rest of the paper.

$$
\begin{gathered}
\eta_{n j}=\frac{1}{r} \frac{L_{n}}{L_{n-1}}+\sum_{k=j}^{n-1} \frac{(-1)^{n-k}}{r}\left(\frac{s}{r}\right)^{n-1-k} \frac{1}{L_{k} L_{k-1}}\left(\frac{s}{r} L_{n}^{2}+L_{n-1}^{2}\right), \\
D_{1}=\left\{\epsilon \in \omega: \sum_{n=j+1}^{\infty} \eta_{n j} \epsilon_{n} \text { exists for all } j\right\}, \\
D_{2}=\left\{\epsilon \in \omega: \sup _{m}\left\{\phi_{m}^{-1}\left|\frac{1}{r} \frac{L_{m}}{L_{m-1}} \epsilon_{m}\right|^{p^{*}}+\sum_{j=1}^{m-1} \phi_{j}^{-1}\left|\frac{1}{r} \frac{L_{j}}{L_{j-1}} \epsilon_{j}+\sum_{n=j+1}^{m} \eta_{n j} \epsilon_{n}\right|\right\}<\infty\right\}, \\
D_{3}=\left\{\epsilon \in \omega: \sup _{m, j}^{p^{*}}\left\{\left|\frac{1}{r} \frac{L_{m}}{L_{m-1}} \epsilon_{m}\right|+\left|\frac{1}{r} \frac{L_{j}}{L_{j-1}} \epsilon_{j}+\sum_{n=j+1}^{m} \eta_{n j} \epsilon_{n}\right|\right\}<\infty\right\}, \\
D_{4}=\left\{\epsilon \in \omega: \sum_{j=1}^{\infty} \frac{1}{\phi_{j}}\left\{\sum_{n=j+1}^{\infty}\left|\eta_{n j} \epsilon_{n}\right|+\left|\frac{1}{r} \frac{L_{j}}{L_{j-1}} \epsilon_{j}\right|\right\}<\infty, p^{*}\right\}, \\
D_{5}=\left\{\epsilon \in \omega: \sup _{j}\left\{\sum_{n=j+1}^{\infty}\left|\eta_{n j} \epsilon_{n}\right|+\left|\frac{1}{r} \frac{L_{j}}{L_{j-1}} \epsilon_{j}\right|\right\}<\infty\right\} .
\end{gathered}
$$

Theorem 3.5. Let $1<p<\infty$ and $\phi=\left(\phi_{n}\right)$ be a sequence of positive numbers. Then,
(i) $\left\{\left|\mathcal{L}^{\phi}(r, s)\right|\right\}^{\alpha}=D_{5}, \quad\left\{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right\}^{\alpha}=D_{4}$,
(ii) $\left\{\left|\mathcal{L}^{\phi}(r, s)\right|\right\}^{\beta}=D_{1} \cap D_{3}, \quad\left\{|\mathcal{L}(r, s)|_{p}\right\}^{\beta}=D_{1} \cap D_{2}$,
(iii) $\left\{\left|\mathcal{L}^{\phi}(r, s)\right|\right\}^{\gamma}=D_{3}, \quad\left\{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right\}^{\gamma}=D_{2}$.

Proof. Since the proofs of the other parts are similar, we just calculate the $\beta$-dual of the space $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$. Recall that $\epsilon \in\left\{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right\}^{\beta}$ iff $\epsilon x=\left(\epsilon_{n} x_{n}\right) \in c s$ for all $x \in\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$. Take $x \in\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, \mathcal{L}(r, s)(x)=y$ and $z=E^{(p)}(y)$. Then, $z \in l_{p}$. It follows from (3.4) and (3.5) that

$$
\begin{aligned}
\sum_{n=1}^{m} \epsilon_{n} x_{n} & =\epsilon_{1} x_{1}+\sum_{n=2}^{m} \epsilon_{n}\left(\frac{1}{r} \frac{L_{n}}{L_{n-1}} y_{n}+\sum_{k=1}^{n-1} \frac{(-1)^{n-k}}{r}\left(\frac{s}{r}\right)^{n-1-k} \frac{1}{L_{k} L_{k-1}}\left(\frac{s}{r} L_{n}^{2}+L_{n-1}^{2}\right) y_{k}\right) \\
& =\sum_{j=1}^{m} \phi_{j}^{-1 / p^{*}} \sum_{n=j}^{m} \epsilon_{n} \frac{1}{r} \frac{L_{n}}{L_{n-1}} z_{n} \\
& +\sum_{j=1}^{m-1} \phi_{j}^{-1 / p^{*}}\left(\sum_{n=j+1}^{m} \sum_{k=j}^{n-1} \epsilon_{n} \frac{(-1)^{n-k}}{r}\left(\frac{s}{r}\right)^{n-1-k} \frac{1}{L_{k} L_{k-1}}\left(\frac{s}{r} L_{n}^{2}+L_{n-1}^{2}\right)\right) z_{j} \\
& =\phi_{m}^{-1 / p^{*}} \epsilon_{m} \frac{1}{r} \frac{L_{m}}{L_{m-1}} z_{m}+\sum_{j=1}^{m-1} \phi_{j}^{-1 / p^{*}}\left(\epsilon_{j} \frac{1}{r} \frac{L_{j}}{L_{j-1}}+\sum_{n=j+1}^{m} \epsilon_{n} \eta_{n j}\right) z_{j} \\
& =\sum_{j=1}^{m} h_{m j} z_{j}
\end{aligned}
$$

where the matrix $H=\left(h_{m j}\right)$ is defined by

$$
h_{m j}=\left\{\begin{array}{lr}
\phi_{j}^{-1 / p^{*}}\left(\epsilon_{j} \frac{1}{r} \frac{L_{j}}{L_{j-1}}+\sum_{n=j+1}^{m} \epsilon_{n} \eta_{n j}\right), & 1 \leq j \leq m-1 \\
\phi_{m}^{-1 / p^{*}} \epsilon_{m} \frac{1}{r} \frac{L_{m}}{L_{m-1}}, & j=m \\
0, & j>m
\end{array}\right.
$$

This means that $\epsilon \in\left\{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right\}^{\beta}$ iff $H \in\left(l_{p}, c\right)$. Thus, by applying Lemma 1.2 to the matrix $H$, we obtain $\left\{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right\}^{\beta}=D_{1} \cap D_{2}$. This completes the proof.

## 4. Matrix transformations on space $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$

In this section, we characterize some classes of matrix operators on that space and compute their norms.
Lemma 4.1. Let $1<p<\infty$. If $a=\left(a_{k}\right) \in\left\{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right\}^{\beta}$, then, for all $x \in\left|\mathcal{L}^{\phi}(r, s)\right|_{p^{\prime}} \tilde{a}^{(p)}=\left(\tilde{a}_{k}^{(p)}\right) \in l_{p^{*}}, \tilde{a}^{(1)} \in l_{\infty}$ and

$$
\sum_{k} a_{k} x_{k}=\sum_{k} \tilde{a}_{k}^{(p)} z_{k}
$$

holds, where $z=E^{(p)}(\mathcal{L}(r, s)(x)) \in l_{p}$ and

$$
\tilde{a}_{k}^{(p)}=\phi_{k}^{-1 / p^{*}}\left(a_{k} \frac{1}{r} \frac{L_{k}}{L_{k-1}}+\sum_{n=k+1}^{\infty} a_{n} \eta_{n k}\right)
$$

Lemma 4.2. Assume that $1<p<\infty$. Then, we have $\|a\|_{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}}^{*}=\left\|\tilde{a}^{(p)}\right\|_{l_{p^{*}}}$ for all $a \in\left\{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right\}^{\beta}$ and $\|a\|_{\left|\mathcal{L}^{\phi}(r, s)\right|}^{*}=\left\|\tilde{a}^{(1)}\right\|_{l_{\infty}}$ for all $a \in\left\{\left|\mathcal{L}^{\phi}(r, s)\right|\right\}^{\beta}$ where $\tilde{a}^{(p)}$ as in Lemma 4.1.
Proof. Let $a \in\left\{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right\}^{\beta}$. It can be immediately seen from Lemma 4.1, $\tilde{a}^{(p)} \in l_{p^{*}}$ and $\tilde{a}^{(1)} \in l_{\infty}$. So, using Lemma 1.6 and Lemma 4.1, we get

$$
\|a\|_{\left.\mathcal{L}^{\phi}(r, s)\right|_{p}}^{*}=\sup _{x \in S_{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}}}\left|\sum_{v=0}^{\infty} a_{v} x_{v}\right|=\sup _{z \in S_{l_{p}}}\left|\sum_{v=0}^{\infty} \tilde{a}_{v}^{(p)} z_{v}\right|=\left\|\tilde{a}^{(p)}\right\|_{l_{p}}^{*}=\left\|\tilde{a}^{(p)}\right\|_{l_{p^{*}}}
$$

The proof for the case $k=1$ is quite easy, so it is omitted.

Theorem 4.1. Let $1<p<\infty, A=\left(a_{n k}\right)$ be an infinite matrix of complex numbers for each $n, k \in \mathbb{N}$ and define the matrix $B^{(n)}=\left(b_{m k}^{(n)}\right), \bar{B}=\left(\bar{b}_{n k}\right)$ and $\hat{B}=\left(\hat{b}_{n k}\right)$ as follows:

$$
b_{m k}^{(n)}=\left\{\begin{array}{lr}
\phi_{k}^{-1 / p^{*}}\left(a_{n k} \frac{1}{r} \frac{L_{k}}{L_{k-1}}+\sum_{j=k+1}^{m} a_{n j} \eta_{j k}\right), & 0 \leq k \leq m-1 \\
\phi_{m}^{-1 / p^{*}} a_{n m} \frac{1}{r} \frac{L_{m}}{L_{m-1}}, & k=m \\
0, & j>m \\
\bar{b}_{n k}=\lim _{m \rightarrow \infty} b_{m k}^{(n)} \\
\hat{B}=E^{(1)} \circ \mathcal{L}(r, s) \circ \bar{B}
\end{array}\right.
$$

Then, $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p},\left|\mathcal{L}^{\phi}(r, s)\right|\right)$ if and only if

$$
\begin{gather*}
\sum_{j=k+1}^{\infty} \eta_{j k} a_{n j} \text { exists for all } k  \tag{4.1}\\
\sup _{m}\left\{\frac{1}{\phi_{m}}\left|\frac{1}{r} \frac{L_{m}}{L_{m-1}} a_{n m}\right|^{p^{*}}+\sum_{k=1}^{m-1} \frac{1}{\phi_{k}}\left|\frac{1}{r} \frac{L_{k}}{L_{k-1}} a_{n k}+\sum_{j=k+1}^{m} \eta_{j k} a_{n j}\right|^{p^{*}}\right\},  \tag{4.2}\\
 \tag{4.3}\\
\sum_{k=1}^{\infty}\left(\sum_{n=1}^{\infty}\left|\hat{b}_{n k}\right|\right)^{p^{*}}<\infty
\end{gather*}
$$

If $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p},\left|\mathcal{L}^{\phi}(r, s)\right|\right)$, then $A$ defines a bounded linear operator $L_{A}$ such that $L_{A}(x)=A(x)$ and

$$
\|A\|_{\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p},\left|\mathcal{L}^{\phi}(r, s)\right|\right)}=\|\hat{B}\|_{\left(l_{p}, l\right)}
$$

Proof. $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p},\left|\mathcal{L}^{\phi}(r, s)\right|\right)$ if and only if $A(x)$ is well defined and belongs to the space $\left|\mathcal{L}^{\phi}(r, s)\right|$ for all $x \in\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$. By Theorem 3.5, $A(x)$ is well defined, or, $\left(a_{n k}\right)_{k=0}^{\infty} \in\left\{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right\}^{\beta}$ if and only if (4.1) and (4.2) hold.

Beside, for any matrix $R=\left(r_{n v}\right) \in\left(l_{p}, c\right)$, the remaining term of the series tends to zero uniformly in $n$, that is

$$
\left|\sum_{v=m}^{\infty} r_{n v} x_{v}\right| \leq\left(\sum_{v=m}^{\infty}\left|r_{n v}\right|^{p^{*}}\right)^{\frac{1}{p^{*}}}\left(\sum_{v=m}^{\infty}\left|x_{v}\right|^{k}\right)^{\frac{1}{p}} \rightarrow 0,(m \rightarrow \infty)
$$

which gives the series $R_{n}(x)=\sum_{v=0}^{\infty} r_{n v} x_{v}$ converges uniformly in $n$. So we have

$$
\begin{equation*}
\lim _{n} R_{n}(x)=\sum_{v=0}^{\infty} \lim _{n} r_{n v} x_{v} \tag{4.4}
\end{equation*}
$$

It follows from (3.4), (3.5) and (4.4)

$$
A_{n}(x)=\lim _{m} \sum_{k=0}^{m} a_{n k} x_{k}=\lim _{m} \sum_{r=0}^{m} b_{m r}^{(n)} z_{r}=\sum_{r=0}^{\infty} \bar{b}_{n r} z_{r} .
$$

Taking into $\left|\mathcal{L}^{\phi}(r, s)\right|_{p} \cong l_{p}$ for $1 \leq p<\infty$, it follows that $A(x) \in\left|\mathcal{L}^{\phi}(r, s)\right|$ for all $x \in\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ iff $\bar{B} \in$ $\left(l_{p},\left|\mathcal{L}^{\phi}(r, s)\right|\right)$. In other words, since $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}=\left(l_{p}\right)_{E^{(p)} \circ \mathcal{L}(r, s)}, A(x) \in\left|\mathcal{L}^{\phi}(r, s)\right|$ for all $x \in\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ iff $\hat{B} \in\left(l_{p}, l\right)$. Also, a few calculations show that the matrix $\hat{B}$ is expressed as

$$
b_{n k}^{*}=\sum_{v=0}^{n} l_{n v}(r, s) \bar{b}_{v k}=r \frac{L_{n-1}}{L_{n}} \bar{b}_{n k}+\sum_{v=0}^{n-1}\left(s \frac{L_{n}}{L_{n-1}}+r \frac{L_{n-1}}{L_{n}}\right) \bar{b}_{v k}
$$

$$
\hat{b}_{n r}=\phi_{k}^{1 / p^{*}}\left(b_{n k}^{*}-b_{n-1, k}^{*}\right), n \geq 1 \text { and } \hat{b}_{0 k}=b_{0 k}^{*}
$$

Now, if we apply Lemma 1.3 to the matrix $\hat{B}$, we get the condition (4.3). So, the first part of the proof is completed.
On the other hand, since the spaces $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ and $\left|\mathcal{L}^{\phi}(r, s)\right|$ are $B K$-spaces, if $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p},\left|\mathcal{L}^{\phi}(r, s)\right|\right)$, then, by Theorem 4.2 .8 of [32], $L_{A}$ defines a bounded operator such that $L_{A}(x)=A(x)$. To calculate the operator norm of $A$, we consider the isomorphisms $\mathcal{L}(r, s):\left|\mathcal{L}^{\phi}(r, s)\right|_{p} \rightarrow\left(l_{p}\right)_{E^{(p)}}, E^{(p)}:\left(l_{p}\right)_{E^{(p)}} \rightarrow l_{p}$. Now, it is clear to see that $A=\tilde{\mathcal{L}}(r, s) \circ \tilde{E}^{(1)} \circ \hat{B} \circ E^{(p)} \circ \mathcal{L}(r, s)$ and so

$$
\begin{aligned}
\|A\|_{\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p},\left|\mathcal{L}^{\phi}(r, s)\right|\right)} & =\sup _{x \neq 0} \frac{\|A(x)\|_{\left|\mathcal{L}^{\phi}(r, s)\right|}}{\|x\|_{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}}} \\
& =\sup _{x \neq 0} \frac{\left\|\tilde{\mathcal{L}}(r, s) \circ \tilde{E}^{(1)} \circ \hat{B} \circ E^{(p)} \circ \mathcal{L}(r, s)(x)\right\|_{\left|\mathcal{L}^{\phi}(r, s)\right|}}{\|x\|_{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}}} \\
& =\sup _{z \neq 0} \frac{\|\hat{B}(z)\|_{l}}{\|z\|_{l_{p}}}=\|\hat{B}\|_{\left(l_{p}, l\right)}\left(z=E^{(p)} \circ \mathcal{L}(r, s)(x)\right)
\end{aligned}
$$

which completes the proof.
Theorem 4.2. Let $1 \leq p<\infty, A=\left(a_{n k}\right)$ be an infinite matrix with complex components for all $n, k \in \mathbb{N}, B^{(n)}=\left(b_{m k}^{(n)}\right)$ and $\bar{B}=\left(b_{n k}\right)$ be as in Theorem 4.1 with $1 / p^{*}=0$. Besides, define $\tilde{B}=E^{(p)} \circ \mathcal{L} \circ \bar{B}$. Then, $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|,\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right)$ if and only if

$$
\begin{gather*}
\sum_{v=j+1}^{\infty} \eta_{v j} a_{n v} \text { exists for all } j  \tag{4.5}\\
\sup _{m, j}\left\{\left|\frac{1}{r} \frac{L_{m}}{L_{m-1}} a_{n m}\right|+\left|\frac{1}{r} \frac{L_{j}}{L_{j-1}} a_{n j}+\sum_{k=j+1}^{m} \eta_{k j} a_{n k}\right|\right\}<\infty,  \tag{4.6}\\
\sup _{j} \sum_{n=1}^{\infty}\left|\tilde{b}_{n j}\right|^{p}<\infty . \tag{4.7}
\end{gather*}
$$

Moreover, if $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|,\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right)$, then $A$ denotes a bounded linear operator $L_{A}$ such that $L_{A}(x)=A(x)$ and

$$
\left\|L_{A}\right\|_{\left(\left|\mathcal{L}^{\phi}(r, s)\right|,\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right)}=\|\tilde{B}\|_{\left(l, l_{p}\right)}
$$

Proof. $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|,\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right)$ if and only if $A_{n}=\left(a_{n v}\right)_{v=0}^{\infty} \in\left\{\left|\mathcal{L}^{\phi}(r, s)\right|\right\}^{\beta}$ and $A(x) \in\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ where $x \in\left|\mathcal{L}^{\phi}(r, s)\right|$. By Theorem 3.5, it is clear that $A_{n} \in\left\{\left|\mathcal{L}^{\phi}(r, s)\right|\right\}^{\beta}$ iff (4.5) and (4.6) hold. Also, if any matrix $R=\left(r_{n v}\right) \in(l, c)$, then the series $R_{n}(x)=\sum_{v=0}^{\infty} r_{n v} x_{v}$ converges uniformly in $n$. Because, the remaining term of the series tends to zero uniformly in $n$, since

$$
\left|\sum_{v=m}^{\infty} r_{n v} x_{v}\right| \leq \sup _{v}\left|r_{n v}\right| \sum_{v=m}^{\infty}\left|x_{v}\right| \rightarrow 0 \quad(m \rightarrow \infty)
$$

and so

$$
\begin{equation*}
\lim _{n} R_{n}(x)=\sum_{v=0}^{\infty} \lim _{n} r_{n v} x_{v} \tag{4.8}
\end{equation*}
$$

Considering the equation (4.8), it can be written

$$
A_{n}(x)=\lim _{m} \sum_{k=0}^{m} a_{n k} x_{k}=\lim _{m} \sum_{r=0}^{m} b_{m r}^{(n)} z_{r}=\sum_{r=0}^{\infty} \bar{b}_{n r} z_{r}
$$

Since $\left|\mathcal{L}^{\phi}(r, s)\right| \cong l$, then, it is obtained $A(x) \in\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ whenever $x \in\left|\mathcal{L}^{\phi}(r, s)\right|$ iff $\bar{B}(z) \in\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ i.e., $\tilde{B}(z)=E^{(p)} \circ \mathcal{L}(r, s) \circ \bar{B}(z) \in l_{p}$ for all $z \in l$, where $z=E^{(p)} \circ \mathcal{L}(r, s)(x)$, or, equivalently, $\tilde{B} \in\left(l, l_{p}\right)$. So, if we apply Lemma 1.5 to the matrix $\tilde{B}$, the last condition is immediately obtained, which completes the first part of the proof.

Since the spaces $\left|\mathcal{L}^{\phi}(r, s)\right|_{p^{\prime}} 1 \leq p<\infty$, are $B K$-space, by Theorem 4.2.8 of [32], $L_{A}$ defines a bounded operator such that $L_{A}(x)=A(x)$.

Moreover, from Theorem 3.4, it can be seen that $A=\tilde{\mathcal{L}}(r, s) \circ \tilde{E}^{(p)} \circ \tilde{B} \circ E^{(1)} \circ \mathcal{L}(r, s)$ and so,

$$
\begin{aligned}
\left\|L_{A}\right\|_{\left(\left|\mathcal{L}^{\phi}(r, s)\right|,\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right)} & =\sup _{x \neq 0} \frac{\|A(x)\|_{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}}}{\|x\|_{\left|\mathcal{L}^{\phi}(r, s)\right|}}=\sup _{x \neq 0} \frac{\left\|\tilde{B} \circ E^{(1)} \circ \mathcal{L}(r, s)(x)\right\|_{l_{p}}}{\left\|E^{(p)} \circ \mathcal{L}(r, s)(x)\right\|_{l}} \\
& =\sup _{z \neq 0} \frac{\|\tilde{B}(z)\|_{l_{p}}}{\|z\|_{l}}=\|\tilde{B}\|_{\left(l, l_{p}\right)},\left(z=E^{(1)} \circ \mathcal{L}(r, s)(x)\right) .
\end{aligned}
$$

Theorem 4.3. Let $1 \leq p<\infty, A=\left(a_{n v}\right)$ be an infinite matrix of complex numbers for all $n, v \in \mathbb{N}$ and $B=\left(b_{n v}\right)$ be a matrix satisfying the following relation

$$
\begin{equation*}
b_{n k}=\phi_{n}^{1 / p^{*}} \sum_{v=0}^{n} \xi_{n v} a_{v k} \tag{4.9}
\end{equation*}
$$

Then, for any sequence spaces $\lambda, A \in\left(\lambda,\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right)$ if and only if $B \in\left(\lambda, l_{p}\right)$.
Proof. Take $x \in \lambda$. It follows from (4.9) that

$$
\sum_{k=0}^{\infty} b_{n k} x_{k}=\phi_{n}^{1 / p^{*}} \sum_{v=0}^{n} \xi_{n v} \sum_{k=0}^{\infty} a_{v k} x_{k}
$$

By (3.2), it is seen immediately that $B_{n}(x)=\left(E^{(p)} \circ \mathcal{L}(r, s)\right)_{n}(A(x))$ for all $x \in \lambda$. So, it is obtained that $A_{n}(x) \in$ $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ whenever $x \in \lambda$ if and only if $B(x) \in l_{p}$ whenever $x \in \lambda$, which completes the proof of the theorem.

Theorem 4.4. Let $1 \leq p<\infty, A=\left(a_{n v}\right)$ be an infinite matrix of complex numbers for all $n, v \in \mathbb{N}$. Then, $A \in$ $\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, X\right)$ if and only if

$$
\begin{gathered}
V^{(n)} \in\left(l_{p}, c\right) \text { for all } n \in \mathbb{N}, \\
\tilde{A}^{(p)} \in\left(l_{p}, X\right),
\end{gathered}
$$

where the matrices $V^{(n)}$ and $\tilde{A}$ are defined as

$$
\tilde{a}_{n k}^{(p)}=\phi_{k}^{-1 / p^{*}}\left(\frac{1}{r} \frac{L_{k}}{L_{k-1}} a_{n k}+\sum_{j=k+1}^{\infty} a_{n j} \eta_{j k}\right)
$$

and

$$
v_{m k}^{(n)}=\left\{\begin{array}{lr}
\phi_{k}^{-1 / p^{*}}\left(a_{n k} \frac{1}{r} \frac{L_{k}}{L_{k-1}}+\sum_{j=k+1}^{m} a_{n j} \eta_{j k}\right), & 0 \leq k \leq m-1 \\
\phi_{m}^{-1 / p^{*}} a_{n m} \frac{1}{r} \frac{L_{m}}{L_{m-1}}, & k=m \\
0, & k>m
\end{array}\right.
$$

Proof. Let $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, X\right)$ and $x \in\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$. Note that $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}=\left(l_{p}\right)_{E^{(p)} \circ \mathcal{L}(r, s)}$. Considering (3.4) and (3.5), we get

$$
\begin{equation*}
\sum_{k=0}^{m} a_{n k} x_{k}=\sum_{k=0}^{m} v_{m k}^{(n)} z_{k} \tag{4.10}
\end{equation*}
$$

for all $n, m \in \mathbb{N}$. It can be seen immediately that $A x$ is well defined for all $x \in\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ iff $V^{(n)} \in\left(l_{p}, c\right)$. Further, letting $m \rightarrow \infty$, it is seen from (4.10) that $A x=\tilde{A}^{(p)} z$. Since $A x \in X$, then $\tilde{A}^{(p)} z \in X$, that is $\tilde{A} \in\left(l_{p}, X\right)$.

Conversely, let $V^{(n)} \in\left(l_{p}, c\right)$ and $\tilde{A}^{(p)} \in\left(l_{p}, X\right)$. Since $V^{(n)} \in\left(l_{p}, c\right)$ with (4.10), we get $A_{n} \in\left\{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right\}^{\beta}$, for all $n$, which gives that $A x$ exists. Besides, we deduced from $\tilde{A}^{(p)} \in\left(l_{p}, X\right)$ and (4.10) as $m \rightarrow \infty, A \in$ $\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, X\right)$.

Now, we list the following notations:

1. $\lim _{n \rightarrow \infty} \tilde{a}_{n v}^{(p)}$ exists for all $v \in \mathbb{N}$
2. $\lim _{n \rightarrow \infty} \tilde{a}_{n v}^{(p)}=0$ for all $v \in \mathbb{N}$
3. $\sup _{n} \sum_{v=0}^{\infty}\left|\tilde{a}_{n v}^{(p)}\right|^{p^{*}}<\infty$
4. $\sup _{n, v}\left|\tilde{a}_{n v}^{(p)}\right|<\infty$
5. $\sup _{N} \sum_{v}\left|\sum_{n \in N} \tilde{a}_{n v}^{(p)}\right|^{p^{*}}<\infty$
6. $\sup _{v} \sum_{n}\left|\tilde{a}_{n v}^{(p)}\right|<\infty$
7. $\sup _{m} \sum_{v=0}^{\infty}\left|v_{m v}^{(n)}\right|^{p^{*}}<\infty$
8. $\sup _{m, v}\left|v_{m v}^{(n)}\right|<\infty$
9. $\lim _{m \rightarrow \infty} v_{m v}^{(n)}$ exists for all $v, n \in \mathbb{N}$

By Theorem 4.4, we obtain following results giving the necessary and sufficient conditions for $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|(\mu), X\right)$ with $X \in\left\{l_{\infty}, c_{0}, c, l, c s, b s\right\}$.

Theorem 4.5. Let $1<p<\infty$. The following statements hold:
(i) $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, c\right) \Leftrightarrow(1),(3),(7)$ and (9) hold.
(ii) $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, c_{0}\right) \Leftrightarrow(2),(3),(7)$ and (9) hold.
(iii) $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, l_{\infty}\right) \Leftrightarrow(3)$, (7) and (9) hold.
(iv) $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, l\right) \Leftrightarrow(5)$, (7) and (9) hold.
(v) $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|, c\right) \Leftrightarrow(1),(4),(8)$ and (9) hold.
(vi) $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|, c_{0}\right) \Leftrightarrow(2),(4),(8)$ and (9) hold.
(vii) $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|, l_{\infty}\right) \Leftrightarrow(4)$, (8) and (9) hold.
(viii) $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|, l\right) \Leftrightarrow(6)$, (8) and (9) hold.

Corollary 4.1. Put $a(n, k)=\sum_{j=0}^{n} a_{j k}$ instead of $a_{n k}$ for all $n, k$ in $V^{(n)}=\left(v_{m v}^{(n)}\right)$ and $\tilde{A}^{(p)}=\left(\tilde{a}_{n v}^{(p)}\right)$. Then,
(i) $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, c s\right) \Leftrightarrow(1),(3)$, (7) and (9) hold.
(ii) $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, b s\right) \Leftrightarrow(3),(7)$ and (9) hold.
(iii) $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|, c s\right) \Leftrightarrow(1),(4),(8)$ and (9) hold.
(iv) $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|, b s\right) \Leftrightarrow$ (4), (8) and (9) hold.

Theorem 4.6. (i) Let $1<p<\infty$ and $X$ be one of the sequence spaces $c_{0}, c, l_{\infty}$.

$$
\begin{gathered}
A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, X\right) \Rightarrow\left\|L_{A}\right\|=\|A\|_{\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, l_{\infty}\right)}=\sup _{n}\left\|\tilde{A}_{n}^{(p)}\right\|_{l_{p^{*}}}, \\
A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|, X\right) \Rightarrow\left\|L_{A}\right\|=\|A\|_{\left(\left|\mathcal{L}^{\phi}(r, s)\right|, l_{\infty}\right)}=\sup _{n}\left\|\tilde{A}_{n}^{(1)}\right\|_{l_{\infty}} .
\end{gathered}
$$

(ii) Let $1<p<\infty$. There exists $1 \leq \xi \leq 4$ such that

$$
\begin{gathered}
A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, l\right) \Rightarrow\left\|L_{A}\right\|=\|A\|_{\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, l\right)}=\left\|\tilde{A}^{(p)}\right\|_{\left(l_{p}, l\right)}=\frac{1}{\xi}\left\|\tilde{A}^{(p)}\right\|_{\left(l_{p}, l\right)}^{\prime}, \\
A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|, l_{p}\right) \Rightarrow\left\|L_{A}\right\|=\|A\|_{\left(\left|\mathcal{L}^{\phi}(r, s)\right|, l_{p}\right)}=\left\|\tilde{A}_{n}^{(1)}\right\|_{\left(l, l_{p}\right)} .
\end{gathered}
$$

Proof. The proof of the theorem is obtained together with Lemma 1.8, Lemma 1.3 and Lemma 1.5.

## 5. Compact Operators on absolute Lucas series spaces

The aim of this section is to establish some identities or estimates for the Hausdorff measures of noncompactness of the matrix operators on the $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$ and also to characterize certain classes of compact operators by using the Hausdorff measure of noncompactness.

Theorem 5.1. Under the hypothesis of Theorem 4.1, if $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p},\left|\mathcal{L}^{\phi}(r, s)\right|\right)$, then

$$
\left\|L_{A}\right\|_{\chi}=\frac{1}{\xi} \lim _{v \rightarrow \infty}\left\{\sum_{r=0}^{\infty}\left(\sum_{n=v+1}^{\infty}\left|\hat{b}_{n r}\right|\right)^{p^{*}}\right\}^{\frac{1}{p^{*}}}
$$

and

$$
L_{A} \text { is compact iff } \lim _{v \rightarrow \infty}\left\{\sum_{r=0}^{\infty}\left(\sum_{n=v+1}^{\infty}\left|\hat{b}_{n r}\right|\right)^{p^{*}}\right\}^{\frac{1}{p^{*}}}=0 \text {. }
$$

Proof. To determine the Hausdorff measure of noncompactness of $L_{A}$, take $S_{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}}$ as a unique ball in the space $\left|\mathcal{L}^{\phi}(r, s)\right|_{p}$. By using Lemma 2.1, Lemma 2.3 and Lemma 1.3, it is obtained that

$$
\begin{aligned}
\|A\|_{\chi} & =\chi\left(A\left(S_{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}}\right)\right) \\
& =\chi\left(E^{(1)} \circ \mathcal{L}(r, s) \circ A\left(S_{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}}\right)\right) \\
& =\chi\left(\hat{B} \circ E^{(p)} \circ \mathcal{L}(r, s)\left(S_{\left|\mathcal{L}^{\phi}(r, s)\right|_{p}}\right)\right) \\
& =\lim _{v \rightarrow \infty}\left(\sup _{z \in E^{(p)}\left(\mathcal{L}(r, s)\left(\left.S_{\mid \mathcal{L} \phi}(r, s)\right|_{p}\right)\right.}\left\|\left(I-P_{v}\right)(\hat{B}(z))\right\|\right) \\
& =\frac{1}{\xi} \lim _{v \rightarrow \infty}\left\{\sum_{r=0}^{\infty}\left(\sum_{n=v+1}^{\infty}\left|\hat{b}_{n r}\right|\right)^{p^{*}}\right\}^{\frac{1}{p^{*}}} .
\end{aligned}
$$

Finally, by using Lemma 2.2, the compact operators in this class can be immediately characterized.
Theorem 5.2. Under the hypothesis of Theorem 4.2, if $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|,\left|\mathcal{L}^{\phi}(r, s)\right|_{p}\right)$, then

$$
\|A\|_{\chi}=\lim _{v \rightarrow \infty}\left\{\sup _{j} \sum_{n=v+1}^{\infty}\left|\tilde{b}_{n j}\right|^{p}\right\}^{\frac{1}{p}}
$$

and

$$
L_{A} \text { is compact iff } \lim _{v \rightarrow \infty}\left\{\sup _{j} \sum_{n=v+1}^{\infty}\left|\tilde{b}_{n j}\right|^{p}\right\}^{\frac{1}{p}}=0 .
$$

Proof. Let $S_{\left|\mathcal{L}^{\phi}(r, s)\right|}$ be a unit sphere in $\left|\mathcal{L}^{\phi}(r, s)\right|$. Since $E^{(p)} \circ \mathcal{L}(r, s) \circ A S_{\left|\mathcal{L}^{\phi}(r, s)\right|}=\tilde{B} \circ E^{(1)} \circ \mathcal{L}(r, s) S_{\left|\mathcal{L}^{\phi}(r, s)\right|}$, it follows by Lemma 2.1, Lemma 2.3 and Lemma 1.5 that

$$
\begin{aligned}
\|A\|_{\chi} & =\chi\left(A S_{\left|\mathcal{L}^{\phi}(r, s)\right|}\right) \\
& =\chi\left(E^{(p)} \circ \mathcal{L}(r, s) \circ A S_{\left|\mathcal{L}^{\phi}(r, s)\right|}\right) \\
& =\chi\left(\tilde{B} \circ E^{(1)} \circ \mathcal{L}(r, s) S_{\left|\mathcal{L}^{\phi}(r, s)\right|}\right) \\
& =\lim _{v \rightarrow \infty}\left(\sup _{z \in E^{(1)} \circ \mathcal{L}(r, s)\left(S_{|\mathcal{L}(r, s)|}\right)}\left\|\left(I-P_{v}\right)(\tilde{B}(z))\right\|_{l_{p}}\right) \\
& =\lim _{v \rightarrow \infty}\left\{\sup _{j} \sum_{n=v+1}^{\infty}\left|\tilde{b}_{n j}\right|^{p}\right\}^{\frac{1}{p}} .
\end{aligned}
$$

Using Lemma 2.2, the last part of the proof is completed.
Theorem 5.3. Let $1<p<\infty$. Then,
(a) If $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, c_{0}\right)$, then

$$
\left\|L_{A}\right\|_{\chi}=\lim _{j \rightarrow \infty} \sup _{n>j}\left\|\tilde{A}_{n}^{(p)}\right\|_{l_{p^{*}}}=\lim _{j \rightarrow \infty} \sup _{n>j} \sum_{k=1}^{\infty}\left|\tilde{a}_{n k}^{(p)}\right|^{p^{*}},
$$

and

$$
L_{A} \text { is compact iff } \limsup _{n \rightarrow \infty} \sum_{k=1}^{\infty}\left|\tilde{a}_{n k}^{(p)}\right|^{p^{*}}=0 \text {. }
$$

(b) If $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, c\right)$, then

$$
\frac{1}{2} \lim _{j \rightarrow \infty} \sup _{n>j} \sum_{k=1}^{\infty}\left|\tilde{a}_{n k}^{(p)}-\tilde{a}_{k}\right|^{p^{*}} \leq\left\|L_{A}\right\|_{\chi} \leq \lim _{j \rightarrow \infty} \sup _{n>j} \sum_{k=1}^{\infty}\left|\tilde{a}_{n k}^{(p)}-\tilde{a}_{k}\right|^{p^{*}}
$$

and

$$
L_{A} \text { is compact iff } \limsup _{n \rightarrow \infty} \sum_{k=1}^{\infty}\left|\tilde{a}_{n k}^{(p)}-\tilde{a}_{k}\right|^{p^{*}}=0
$$

where $\tilde{a}=\left(\tilde{a}_{k}\right)$ is defined by $\tilde{a}_{k}=\lim _{n \rightarrow \infty} \tilde{a}_{n k}$, for all $n \in \mathbb{N}$.
(c) If $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, l_{\infty}\right)$, then

$$
0 \leq\left\|L_{A}\right\|_{\chi} \leq \lim _{j \rightarrow \infty} \sup _{n>j} \sum_{k=1}^{\infty}\left|\tilde{a}_{n k}^{(p)}\right|^{p^{*}},
$$

and

$$
L_{A} \text { is compact if } \limsup _{n \rightarrow \infty} \sum_{k=1}^{\infty}\left|\tilde{a}_{n k}^{(p)}\right|^{p^{*}}=0 .
$$

(d) If $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|, l_{p}\right), 1 \leq p<\infty$, then

$$
\left\|L_{A}\right\|_{\chi}=\lim _{j \rightarrow \infty}\left(\sup _{v}\left(\sum_{n=j+1}^{\infty}\left|\tilde{a}_{n v}^{(1)}\right|^{p}\right)^{1 / p}\right)
$$

and

$$
L_{A} \text { is compact iff } \lim _{j \rightarrow \infty} \sup _{v} \sum_{n=j+1}^{\infty}\left|\tilde{a}_{n v}^{(1)}\right|^{p}=0 \text {. }
$$

(e) If $A \in\left(\left|\mathcal{L}^{\phi}(r, s)\right|_{p}, l\right), 1<p<\infty$, then there exists $1 \leq \xi \leq 4$ such that

$$
\left\|L_{A}\right\|_{\chi}=\frac{1}{\xi} \lim _{j \rightarrow \infty}\left(\sum_{v=1}^{\infty}\left(\sum_{n=j+1}^{\infty}\left|\tilde{a}_{n v}^{(p)}\right|\right)^{p^{*}}\right)^{1 / p},
$$

and

$$
L_{A} \text { is compact iff } \lim _{j \rightarrow \infty} \sum_{v=1}^{\infty}\left(\sum_{n=j+1}^{\infty}\left|\tilde{a}_{n v}^{(p)}\right|\right)^{p^{*}}=0 \text {. }
$$

Proof. The proof of the theorem can be obtained by combining Lemma 4.2 and Lemma 2.5 , so it has been left to reader.
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