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Artificial intelligence (AI) systems have been shown to help dermatologists
diagnose melanoma more accurately, however they lack transparency, hin-
dering user acceptance. Explainable AI (XAI) methods can help to increase
transparency, yet often lack precise, domain-specific explanations. Moreover,
the impact of XAI methods on dermatologists’ decisions has not yet been
evaluated. Building upon previous research, we introduce an XAI system that
provides precise and domain-specific explanations alongside its differential
diagnoses of melanomas and nevi. Through a three-phase study, we assess its
impact on dermatologists’ diagnostic accuracy, diagnostic confidence, and
trust in the XAI-support. Our results show strong alignment between XAI and
dermatologist explanations. We also show that dermatologists’ confidence in
their diagnoses, and their trust in the support system significantly increase
with XAI compared to conventional AI. This study highlights dermatologists’
willingness to adopt such XAI systems, promoting future use in the clinic.

Melanoma is responsible for most skin cancer-related deaths world-
wide. Early detection and excision are critical for ensuring thatpatients
achieve the best prognosis1. However, early melanomas are difficult to
distinguish from other skin tumours. Recent advances in artificial
intelligence (AI)-based diagnostic support systems in dermatology1,2

have allowed dermatologists to diagnose melanoma and nevi more
accurately with AI support when shown digitised images of suspicious
lesions.

While this is a promising development, the evaluation of AI sup-
port in clinical practice is substantially impeded by the fact that DNNs
lack transparency in their decision making3: the General Data Protec-
tion Regulation (GDPR) requires all algorithm-based decisions to be
interpretable by the end users4. Additionally, as found in a recent
survey by Tonekaboni et al.5 clinicians want an understanding of the
subset of characteristics that determines a DNN’s output. As the ulti-
mate responsibility for a diagnosis lies with the clinician, informed
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clinicians will justifiably be cautious of employing DNN-based systems
without being able to comprehend their reasoning, as DNNs tend to
incorporate all correlated features into their decision-making, includ-
ing spurious correlations6,7. Thus, addressing the intransparency of
DNNs will allow researchers to comply with the EU Parliament
recommendation that futureAI algorithmdevelopment should involve
continual collaborations between AI developers and clinical end
users8,9.

To address the inadequacies of DNN models a variety of
explainable artificial intelligence (XAI) methods, i.e., methods aiming
to make the reasoning of AI systems more transparent, have been
proposed10. The two primary branches of XAI techniques are (1) post
hoc algorithms that are designed to retrospectively explain the deci-
sions from a given DNN, such as Grad-CAM11, LRP12,13 and others14–16.
They are typically applicable to classes of DNNs that share the same
building blocks, such as convolutional layers, and are thus mostly
model agnostic. Post hoc XAI is applicable to a variety of scenarios and
levels of access to the model parameters, with some algorithms
requiring only access to the model input and output14. The other
branch of XAI techniques are (2) inherently interpretable
algorithms17–20 that are designed to be intrinsically understandable and
can thus address concerns about the faithfulness of the explanations
to the model that are raised for post hoc XAI21. However, these XAI
algorithms are tied tightly into the training and model architecture
posing additional constraints to both. Besides the manner in which
explanatory algorithms are tied into a DNN, XAI algorithms differ in
whether they provide explanations globally, i.e., on dataset level13,16 or
class level18,22, or locally, i.e., for each image individually11,12,14–16,23. Fur-
thermore, XAI methods differ in their intended explainee groups:
Ribeira and Lapedriza24 distinguish between AI developers, domain
experts and lay people affected by AI decisions, such as patients, who
all have different requirements towards a machine explanation and a
different level of understanding of the target domain. A diagnosis
assistance system requires local, strongly end-user-focussed explana-
tions as doctors need to assess the quality of the machine suggestions
on a case-by-case level. A 2022 systematic review on XAI in skin cancer
recognition25 found that out of 29 studies investigating XAI on der-
moscopic images only two17,26 used inherently interpretable XAI
methods. The remaining 27 used post hoc algorithms, with content-
based image retrieval (CBIR)15,27 (n = 7), CAM16 (n = 7) and Grad-CAM11

(n = 5) being the most common. We assume that inherently inter-
pretable XAI methods have been found to be underrepresented in this
review as they require human-understandable concepts for training17,26

and often come with an unfavourable performance-interpretability
trade-off28. On the other hand, post hoc XAI methods do not require
expert-annotated data and are readily available in many deep learning
software libraries29, resulting in those methods being widely used.
However, they are often rejected as solutions to the problem of
transparency in the medical domain due to the risk of introducing
confirmation bias when interpreting the explanations21,30.

Rudin21 objects to the use of post hocXAImethods for high-stakes
decisions, as they typically require the user to interpret the explana-
tions, that is, to interpret why a highlighted image region is relevant or
where exactly a relevant feature is located - we refer to this issue as the
interpretability gap of XAI. The interpretability gap raises a subtle but
critical issue of confirmation bias31 and thus decreases the trust of
informed users in an XAI system in which this gap has not been closed.
For example, if the XAI diagnoses a melanoma based on the lower left
part of the lesion, the underlying human expectation is that there is a
genuine diagnostically relevant feature in the lower left of the lesion. If
the dermatologist finds a relevant feature in this area upon closer
inspection, they will assume that the machine decision was based on
this feature, although they cannot be sure of it since they only know
where theXAIpaid attention, but notwhy. The significanceof this issue
becomes evenmore apparent if the XAI-highlighted image region does

not contain any genuine diagnostically relevant features, leaving the
user clueless as to what the XAI decision was based on. Similarly, if the
highlighted region contains not only diagnostically relevant features
but also features that are spuriously correlated with the diagnosis,
such as rulers or surgical skin marks6,7, the user also cannot be sure
whether the diagnosis was made due to genuine features and thus is
reliable. From this point of view, the majority of XAI currently used in
skin cancer recognition is unable to close the interpretability gap by
means of being post hoc25. Both inherently interpretable XAI
approaches17,26 included in a recent review on XAI in skin cancer
detection25 use Concept Activation Vectors18 or a variant thereof17.
However, both approaches provide dataset-level analyses of the CAVs
their neural networks learned. While this approach is well-suited for
quality assurance of a DNN, it is unsuitable for the lesion level expla-
nations necessary for a diagnosis assistance system.

Ghassemi et al.30 have argued that thorough internal and external
validation canbe used to address concerns about the reliability of DNN
models while eschewing the issues introduced by XAI. Although we
agree that thorough validation is important, a solution to the trans-
parency problem that closes the interpretability gap and therefore
allows users to build (justifiable) trust in a reliable support system is
crucial to improve clinicians’ diagnostic performance and thus further
improve the patient outcome. Besides this, the only large-scale reader
study on XAI in dermoscopy with medical professionals2 found that
their XAI wasmostly ignored by the study participants leaving an open
knowledge gap.

Two recent dermatological XAI systems aim to close the inter-
pretability gap. Lucieri et al.23 used the clinically well-established and
expert annotated concepts from the PH232 and derm7pt33 datasets to
create an XAI that provides lesion-level explanations based on concept
vectors. Jalaboi et al.34 employed a specialised light-weight convolu-
tional neural network architecture that was designed to include loca-
lisations into training on clinical images of skin lesions. Additionally,
they composed an ontology of clinically established terms to explain
why the annotated regions are diagnostically relevant. While both
works present promising results, the datasets used in both cases are
relatively small. Lucieri et al. employ around 7500 nevus and mela-
noma images from ISIC1935–37, PH2 and derm7pt for training and eva-
luation of the diagnostic capabilities of theirmodel, but use a relatively
small dataset of 1023 lesions overall for concept training as only PH2
andderm7pt contain annotated concepts. Likewise, Jalaboi et al. utilise
a relatively small data set of 554 expert-annotated clinical images of
non-cancerous skin lesions. While these dataset sizes are sufficient for
a proof-of-concept, they lack a sufficient amount of rare lesion types,
such as Blue Nevi, or special cases, such as lesions on the face or palms
and soles that present with localisation-specific diagnostic criteria.
Additionally, neither of the two studies evaluated the influence of their
frameworks on dermatologists.

We therefore introduce a multimodal XAI (Fig. 1a) that provides
explanations that (1) close the interpretation gap by localising well-
established dermoscopic features33,38,39 such that (2) they can be
interpreted by dermatologists in the initial diagnosis of melanoma,
allowing us to (3) assess how clinicians interact with XAI (Fig. 1b).
Specifically, we aimed to develop an XAI that is from its core aligned
with dermatologists’ perspective on melanoma diagnosis. Extending
on prior work on explainability in dermatology34,40, we developed our
XAI to provide dermatologist-like localised explanations (Fig. 2a, b).
We achieved this goal by employing a well-established, accessible
neural network architecture41 as a network backbone and a dermato-
scopic ontology compiled specifically for this task (Table 1) to
encompass human expertise. For the training and evaluation of our
multimodal XAI, we created an expert-annotated dataset. Additionally,
we conducted a three-phase reader study with 116 international par-
ticipants (Fig. 1b) to quantify our XAI’s influence on clinicians. We find
that our XAI achieves good diagnostic performance on the distinction
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between melanoma and nevus. Its explanations for the task are well-
aligned with those used by human experts. While our XAI does not
improve the diagnostic accuracy of the clinicians, it increases their
confidence in their owndiagnosis and their trust in the support system
compared to non-explainable AI support. We show that the increase in
trust is correlated with the overlap between human and machine
explanations. Finally, we publish our dermatologist-annotated dataset
to encourage further research in this area. Thus, we take an important
step towards the employment of XAI in the clinic to improve patient
outcomes by developing a trustworthy well-performing XAI support
system that complies with the GDPR, EU recommendations and clin-
icians’ expectations of AI support systems4,5,9.

Results
Our XAI achieves good diagnostic accuracy
We first acquired ground truth annotations of dermoscopic images of
melanoma and nevus from 14 international board-certified dermatol-
ogists. We used the ResNet5041 architecture as the backbone for

training our XAI model using the acquired annotations. We then
evaluated the diagnostic performance of our XAI compared to a
ResNet50baseline classifier trainedwithout annotations. The balanced
accuracy of our XAI on the test set was 81% (95%CI: [75.6, 86.3%]) while
the baseline classifier achieved 80% (95% CI: [74.4%, 85.4%]) Addi-
tionally, we assessed the extent to which our model learned to pay
attention to the lesion, as the surrounding skin does not contain
meaningful information for the differential diagnosis between mela-
noma and nevus. To this end, we computed the ratio of themeanGrad-
CAM11 attribution value within the lesion to that outside of the lesion.
Our XAI focused on regions inside the lesion significantly more than
the baseline classifier (P < 0.0001, two-sided Wilcoxon signed-rank
test, n = 196 images), with ratios of 35.9 (95% CI: [30.7, 42]) versus 4.1,
respectively (95% CI: [3.4, 4.7]) (Fig. 3a). Robustness in the presence of
artefacts is illustrated in Supplementary Fig. 1.

To further validate the performance of our classifier, we con-
ducted experiments by replacing thebackbonenetwork ofourXAI and
the baseline with eight CNN architectures including ResNet-18, −34,

a

b

Fig. 1 | Overview of the XAI and reader study. a Schematic overview of our
multimodal XAI. The AI systemmakes a prediction for each characteristic and then
infers amelanomadiagnosis if it detects at least twomelanomacharacteristics. The
diagnosis and corresponding explanations are then displayed to the clinician.
b Schematic overviewof ourwork.Wefirst collected ground-truth annotations and
corresponding ontology-based explanations for 3611 dermoscopic images from 14
international board-certified dermatologists and trained an explanatory AI on this

dataset (top row). We then employed this classifier in a three-phase study (bottom
row) involving 116 clinicians tasked with diagnosing dermoscopic images of mel-
anomas and nevi. In phase 1 of the study, the clinicians received no AI assistance. In
phase 2, they received the XAI’s predicted diagnoses but not its explanations. In
phase 3, they received the predicted diagnoses along with the explanations. Fig-
ures created with BioRender.com.
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−50, −10141, DenseNet-121, −16142, EfficientNet-B1, -B343. Our XAI
demonstrated superior performance against the baseline on six of the
eight architectures, with ResNet-50 obtaining the highest balanced
accuracy (SupplementaryTable 1).We also compared theperformance
of our XAI with two additional state-of-the-art approaches. The first
approach utilises attentionmechanisms and has reported competitive
performance on the ISIC 2017 dataset37,44, while the second approach
employs an ensemble of CNNbackbones and has achieved thewinning
position in the ISIC 2020 skin cancer classification challenge45. The
balanced accuracy of the attention-based approach on the test set was
79% (95% CI: [73.2%, 84.5%]) and the ensemble approach achieved
81.5% (95% CI: [76%, 86.7%]).

To quantify the level of transparency in our XAI and the baseline
classifier, we employed a methodology that involves measuring
explanation faithfulness. This is achieved through the use of con-
trastive examples34,46. After obtaining the Grad-CAM heatmaps for
each image, we randomised all pixels indicated as important for the
predictions to create contrastive images. In essence, we obscured the
regions thatwere determined to be significant for the prediction. Next,
we computed the difference between the output scores of the original
images and that of the contrastive images, and used this as a measure
of explanation faithfulness. The faithfulness scores of our XAI and the
baseline are shown in Fig. 3b.

Thus, our XAI provides additional interpretability without com-
promising diagnostic accuracy compared to other state-of-the-art
approaches, while also maintaining explanation faithfulness.

Our XAI is strongly aligned with clinicians’ explanations
In phase 1 of the study, participating clinicians were asked to select
explanations from an explanatory ontology and localise them on the

lesion during diagnosis. We used these explanations to determine the
extent to which the XAI system and clinicians detected similar expla-
nations on the same lesions.We evaluatedourXAI’s alignmentwith the
clinicians’ ontological explanations and annotated regions of interest
(ROI) by assessing their overlap.

To assess the overlap in ontological explanations, we calculated
the Sørensen-Dice similarity coefficients (DSC)47 between the ontolo-
gical characteristics selected by the clinicians in phase 1 and those
predicted by our XAI. The Sørensen-Dice similarity ranges from 0 to 1,
where 0 indicates no overlap and 1 indicates full overlap. The mean
explanation overlap was 0.46 (95% CI: [0.44, 0.48], 366 images) when
both the clinicians and the XAI predicted melanoma and 0.23 (95% CI
[0.20, 0.26], 505 images) when they both predicted a nevus. Con-
sidering both diagnoses, the mean explanation overlap was 0.27 (95%
CI: [0.25, 0.29], 1089 images) (Fig. 3c). For comparison, we assessed
between-clinician overlap to determine the level of agreement among
clinicians for the same images. We computed the DSC for each pair of
clinician-selected ontological characteristics per image, as each image
was diagnosed by multiple clinicians. The mean between-clinician
overlap was 0.28 (95% CI: [0.27, 0.29], 5165 pairs) (Fig. 3c), which is
comparable to the overlap between the XAI and clinicians.

Next, we investigated the overlap between human and machine
ROIs. We defined human ROIs as the image regions that the clinicians
annotated to explain their diagnoses in phase 1. For the machine ROIs,
we computed the gradient-weighted class activation maps (Grad-
CAMs11) for the same images, i.e., the image regions that had the big-
gest influence on themachine’s diagnosis. We defined the ROI overlap
for an image as the DSC between both sets of ROIs. The mean ROI
overlap attained by our XAI was 0.48 (95% CI: [0.46, 0.5]) (Fig. 3c). For
comparison, we performed the same calculations using the baseline

The AI identified this lesion as a melanoma with the following characteristics:

strong evidence of
grey patterns
thick reticular or branched lines

some evidence of:
black dots or globules in the periphery of the lesion

Grey Patterns (strong evidence)

Thick Reticular or Branched Lines (strong evidence)

a b

Fig. 2 | Example multimodal XAI explanation. An example multimodal expla-
nation from our XAI used in phase 3, showing a textual explanation (a) and the
corresponding localised visual explanations (b). The XAI identified this lesion as a

melanoma with the characteristics stated in the textual explanation. The white
polygons represent the most important regions where the XAI detected the cor-
responding characteristics.
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Fig. 3 | Overview of our XAI’s performance. a Ratio of mean Grad-CAM pixel
activation value inside the lesion to that outside the lesion (P <0.0001, two-sided
Wilcoxon signed-rank test, n = 196 images). Higher values are better, as they indi-
cate greater attention on regions within the lesion than on regions outside the
lesion. Four data points for the baseline and 19 data points for the XAI have values
above 300 and have been omitted to more clearly visualise the data. b We calcu-
lated the difference in output scores before and after obscuring the important
pixels of the images (n = 200 images per threshold). Since we used a threshold on
the Grad-CAM heatmaps, we calculated faithfulness values for each threshold
ranging from 5 to 95. The stars represent the threshold used in our study and the
values of faithfulness at this threshold. The transparent bands represent the 95%
bootstrap confidence intervals. c Overlap in ontological explanations between

clinician pairs for the same image compared to the overlap in ontological expla-
nations between clinicians and our XAI. The whiskers are positioned close to zero
and one, and the median lines are positioned close to zero, making them unno-
ticeable. Each value is shifted by a random number between −0.02 and 0.02 on the
y-axis so that the points can be seen more clearly. The between-clinician category
consists of n = 5165 clinician-pairs, whereas the clinician-XAI category comprises
n = 1089 images. d Region of interest (ROI) overlap between clinicians and our XAI
compared to that of the baseline (P <0.0001, two-sided paired t test, n = 1120
images). For all boxplots, the horizontal line on each box denotes themedian value
and thewhite dot denotes themean. The upper and lower box limits denote the 1st
and 3rd quartiles, respectively, and the whiskers extend from the box to 1.5 times
the interquartile range. Source data are provided as a Source Data file.

Table 1 | Melanoma and nevus criteria used in our ontology

Melanoma criteria Nevus criteria

• Thick reticular or branched lines
• Eccentrically located structureless area (any colour except skin colour, white
and grey)

• Grey patterns
• Polymorphous vessels
• Pseudopods or radial lines at the lesion margin that do not occupy the entire
lesional circumference

• Black dots or globules in the periphery of the lesion
• White lines or white structureless area
• Parallel lines on ridges (acral lesions only)
• Pigmentation extends beyond the area of the scar (only after excision)
• Pigmentation invades the openings of hair follicles (facial lesions)

• Only one pattern and only one colour
• Symmetrical combination of patterns and/or colours
• Monomorphic vascular pattern
• Pseudopods or radial lines at the lesional margin involving the entire lesional
circumference

• Parallel lines in the furrows (acral lesions only)
• Pigmentation does not extend beyond the area of the scar (only after excision)
• Asymmetric combination of multiple patterns and/or colours in the absence of
other melanoma criteria

• Melanoma simulator

With the exception of the feature melanoma simulator, the nevus criteria always imply the absence of distinct melanoma features.
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classifier and compared them to the overlap of our XAI. The baseline
classifier achieved a mean overlap of 0.39 (95% CI: [0.38, 0.41]). Thus,
our XAI yielded significantly higher ROI overlapwith clinicians than the
baseline (P <0.0001, two-sided paired t test, n = 1120 images) (Fig. 3d),
and we observed similar results in six of the eight architectures (Sup-
plementary Fig. 2). Examples of ROI overlap comparisons are provided
in Supplementary Fig. 3.

Thus, the XAI system shows strong alignment with clinicians on
both the ontological explanations and the ROI modalities.

XAI does not further increase diagnostic accuracy over AI alone
Weassessedour XAI’s influence on the clinician’s diagnostic accuracy
compared to both plain AI support and no AI support. To investigate

the relationship between the clinicians’ experience and benefit with
XAI over AI support, we correlated their change in accuracywith their
reported experience in dermoscopy. To differentiate the effect of
XAI from the effect of receiving AI support, we first investigated the
influence of AI support (phase 2) on the clinicians’ diagnostic accu-
racy against not receiving any AI support (phase 1). Out of 109 par-
ticipants, we observed a performance improvement with AI support
for 77 participants, a decrease for 31, and no change for 1. The clin-
icians’mean balanced accuracy was 66.2% (95% CI: [63.8%, 68.7%]) in
phase 1 and 72.3% (95% CI: [70.2%, 74.3%]) in phase 2 (Fig. 4a). Pair-
wise comparison revealed a statistically significant improvement
(P < 0.0001, two-sided paired t test, n = 109 participants) by AI sup-
port alone.

a

c

b

d

Fig. 4 | Impact of our XAI on clinicians’ diagnostic accuracy, confidence,
and trust. a Distributions of clinicians’ balanced accuracy in each phase of our
study. (P <0.0001, two-sided paired t test, n = 109 participants (No AI vs. AI Sup-
port)), (P =0.34, two-sided paired t test, n = 116 participants (AI Support vs XAI
Support)) b Balanced diagnostic accuracy with AI and XAI support grouped by
different levels of experience with dermoscopy (n = 116 participants). Distributions
of clinicians’meandiagnostic confidence (n = 116 participants) (c) andmean trust in

the support system (n = 116 participants) (d) in each phase of our study. In figures a,
c, d, the grey lines between the phases connect the same participant between
phases, and the black lines connecting the boxes indicate the means across all
participants. For all figures, the horizontal line on each box denotes the median
value and the white dot denotes the mean. The upper and lower box limits denote
the 1st and 3rd quartiles, respectively, and the whiskers extend from the box to 1.5
times the interquartile range. Source data are provided as a Source Data file.
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Next, we investigatedwhether XAI support (phase 3) had an effect
on the clinicians’ diagnostic accuracy beyond the benefits of receiving
AI support. We compared the clinicians’ balanced accuracies between
phases 2 and 3 and observed a performance improvement with XAI
support for 52 participants, a decrease for 34, and no change for 30.
The participants’ mean balanced accuracy was 73.2% (95% CI: [71%,
75.3%]) with XAI (Fig. 4a), a slight increase from phase 2. However, a
pairwise test revealed that the difference was not significant (P =0.34,
two-sided paired t test, n = 116 participants). The full details are pro-
vided in Supplementary Table 2.

We observed a slight correlation (correlation coefficient 0.2, 95%
CI: [0.02, 0.37], P =0.03, Spearman’s rank correlation, n = 116 partici-
pants) between the clinicians’ reported experience in dermoscopy and
their increase in accuracy with XAI over AI. The clinicians that reported
involvement in regular scientific discussions about dermoscopy
gained more from XAI support than from AI alone. The group that
showed the highest accuracy with AI support alone and also showed
the largest decline in accuracy with the use of the XAI reported that
they rarely performed dermoscopy (Fig. 4b).

Further analysis revealed that the clinicians were slightly more
likely to agree with the machine decisions made in phase 3 than with
those made in phase 2. We determined the clinicians’ agreement with
the AI/XAI by calculating the proportion of images where the human
diagnoses matched the machine’s predicted diagnoses. The mean
agreement was 79.5% (95% CI: [77.1%, 81.2%]) with the XAI in phase 3
versus 77.1% (95% CI: [75%, 79.2%]) agreement with the AI in phase 2.
Pairwise testing showed that the mean percentage point increase of
2.4% (95% CI: [0.65% 4.2%], P =0.009, two-sided paired t test, n = 116
participants) was significant. We also computed the clinicians’ agree-
ment specifically for cases in which the support systemwaswrong. We
observed that the clinicians’ agreement on erroneous predictions also
increased from 63% (95% CI: [57%, 69.1%]) in phase 2 to 67.9% (95% CI:
[61.9%, 73.7%]) in phase 3. However, the pairwise mean increase of 4.8
(95% CI: [−1.2, 10.9]) percentage points was not statistically significant
(P = 0.126, two-sided paired t test, n = 116 participants).

Thus, AI support increased clinician diagnostic accuracy but XAI
support did not significantly improve it further, despite the higher
agreement. Clinicians with the most experience in dermoscopy bene-
fited most from XAI support, whereas clinicians with less experience
benefited most from plain AI support.

XAI increases clinicians’ confidence in their own diagnoses
To compare the influence of AI and XAI support on the confidence
clinicians had in their own diagnosis, we compared the participants’
confidence scores for each image between phases 2 and 3 for each
image. We observed a mean increase of 12.25% (95% CI: [9.06%,
15.74%]) in confidence with XAI support relative to only AI support
(P < 0.0001, two-sided paired t test, n = 1714 images). The mean con-
fidence per participant in each phase is illustrated in Fig. 4c and pro-
vided in detail in Supplementary Table 3. The absolute confidence
values for the images are reported in Supplementary Fig. 4.

Next, we analysed the influence of displaying the confidence of
the XAI on the clinicians’ own diagnostic confidence. In phase 3, we
observed a slight difference in the clinicians’ confidence when the
classifierwas confident versuswhen it was uncertain. Themean human
confidence score for high-confidence AI predictions was 7.82 (95% CI:
[7.73, 7.91]), and that for uncertain AI predictions was 7.69 (95% CI:
[7.56, 7.81]) (P =0.039, two-sided Mann‒Whitney U test, nhigh = 1218
images, nlow = 496 images). In phase 2, when the participants received
no information about the classifier’s certainty, this disparity in the
clinicians’ confidence was statistically insignificant, with mean con-
fidence scores of 7.54 (95% CI: [7.44, 7.64]) for high-confidence AI
predictions and 7.47 (95% CI: [7.31, 7.61]) for low-confidence AI pre-
dictions (P = 0.319, two-sided Mann‒Whitney U test, nhigh = 1218 ima-
ges, nlow = 496 images).

In conclusion, the clinicians’ confidence in their diagnoses sig-
nificantly increased with XAI support relative to plain AI support. The
XAI’s communicated confidence was also correlated with the clin-
icians’ own confidence in their decisions.

XAI increases clinicians’ trust in machine decisions
To assess the impact of the XAI’s explanations on the clinicians’ trust in
the AI’s decisions, we compared the trust scores between phase 2 and
phase 3 for each image. Themean increase in trust with XAI support in
phase 3was 17.52% (95%CI: [13.74%, 21.6%]), and a pairwise comparison
revealed a statistically significant increase relative to only AI support in
phase 2 (P <0.0001, two-sided paired t test, n = 1714 images). We also
observed that trust scores in both phases were significantly dependent
on whether or not the clinicians agreed with the AI diagnoses [7.55
(95% CI: [7.48, 7.62]) when they agreed vs. 4.8 (95% CI: [4.64, 4.96])
when they disagreed, P < 0.0001, two-sided unpaired t test,
nagreed = 2684 images, ndisagreed = 744 images]. The mean trust per
participant in each phase is illustrated in Fig. 4d and provided in detail
in Supplementary Table 3 and the absolute trust values are given in
Supplementary Fig. 4.

Next, we analysed the influence of displaying the confidence of
the XAI on the clinicians’ trust in the machine predictions. In phase 3,
the classifier’s transparency about its low certainty did not affect the
participants’ trust scores. Themean trust score was 6.95 (95%CI: [6.77,
7.14]) for high-confidence AI predictions and 6.96 (95% CI: [6.77, 7.14])
for low-confidence AI predictions (P = 0.6, two-sidedMann‒Whitney U
test, nhigh = 1218 images, nlow = 496 images). However, we found the
same effect in phase 2, where the participants received no AI con-
fidence information: themean trust score was 6.74 (95%CI: [6.6, 6.87])
on high-confidence AI predictions and 6.67 (95% CI: [6.47, 6.86]) on
low-confidence AI predictions (P = 0.42, two-sided Mann‒Whitney U
test, nhigh = 1218 images, nlow = 496 images).

Hence, clinicians’ trust in the machine decisions significantly
increased with XAI support relative to plain AI support. Also, the XAI’s
communicated confidence did not affect the clinicians’ trust in the
XAI’s predictions.

Clinicians’ trust in XAI is correlated with explanation overlap
Wehypothesised that clinicians’ trust in an AI system is correlatedwith
the amount of overlap between their ontological explanations and the
machine’s ontological explanations. To determine this, we investi-
gated the correlation between clinicians’ trust in AI and the overlap in
ontological explanations between the clinicians and the AI. We again
defined overlap in ontological explanations as the Sørensen-Dice
similarity between the clinician-selected ontological characteristics
determined in phase 1 and the XAI-predicted characteristics. To isolate
the influence of overlapping explanations on the clinicians’ trust in the
AI diagnoses, we calculated the overlap and trust correlations by
considering only the images where the clinicians’ diagnoses matched
the AI’s diagnoses.

When the clinicians and AI agreed, we observed a slight correla-
tion between trust and overlap in reasoning (correlation coefficient
0.087, 95% CI: [0.02, 0.15], P = 0.01, Spearman’s rank correlation,
n = 871 images) (Fig. 5a). As a sanity check, we assessed the correlation
again using the phase 2 trust scores instead. Since no explanations
were shown in phase 2, we expected that therewouldbe nodiscernible
correlation between explanation overlap and trust scores. This was
indeed the case, as the correlation coefficient was −0.05 (95%CI: [−0.1,
0.01], P =0.097, Spearman’s rank correlation, n = 866 images).

Upon further investigation, we noticed a difference in the dis-
tribution of overlap between the two diagnoses. When both the clin-
icians and the AI predicted melanoma, the correlation coefficient
between trust and the overlap in reasoning was 0.23 (95% CI: [0.19,
0.34], P <0.0001, Spearman’s rank correlation, n = 567 images), and
when both predicted nevus, the correlation coefficient was −0.1
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(95% CI: [−0.19, −0.02], P = 0.01, Spearman’s rank correlation, n = 505
images) (Fig. 5b, c).

Thus, we found that clinicians place higher trust in machine
decisions when their reasoning overlaps. However, this effect was only
observable when they diagnosed melanoma compared to when they
diagnosed nevus.

Discussion
Our work intends to close the interpretability gap in AI-based decision
support systems by developing an XAI that can produce domain-
specific interpretable explanations to aid in melanoma diagnosis.
Additionally,weaimed to evaluate theXAI system’s effect on clinicians’
diagnostic accuracy, confidence, and trust in the system, and to assess
the factors that contribute to trust. To this end, we designed a multi-
modal XAI system with clinical explanations and conducted the first
large-scale reader study on such an XAI system in dermatology.

In our work, we showed that the diagnostic performance of our
XAI was on par with the baseline as well as two other state-of-the-art
approaches, while being interpretable by learning human-relevant
features. To ensure that our XAI’s predictive performance was
representative, we conducted an evaluation using eight different
CNN backbones. We observed that our XAI resulted in improved
performance in six out of the eight cases. Additionally, we demon-
strated that our XAI was minimally affected by spurious correlations
in two ways. First, we quantitatively showed that our XAI was well
aligned with clinician-relevant ROIs. Aligning classifier ROIs with
clinician ROIs provides a first reassurance that the AI is not making
predictions based on spurious correlations. Second, common arte-
facts that can alter the output score of DNNs used for dermatology7,48

are almost always located in the area surrounding the lesion and
rarely within it. Therefore, we assessed the average pixel attributions
within the lesions versus those around them and found that this ratio
was significantly greater for our XAI than for the baseline classifier,
i.e., we found that the baseline classifier learned false associations
significantly more often than our XAI. Hence, we refute the widely
accepted notion of performance-interpretability trade-off, and con-
sequently, future AI development can emphasise learning human-
relevant features.

We found that AI support improved clinicians’ diagnostic accu-
racy over no AI support, but XAI did not further increase clinicians’
diagnostic accuracy compared to AI support alone. The increase in
accuracy with AI support is consistent with other studies1,2. Therefore,
AI assistance can considerably improve diagnostic accuracy, but the
effects of XAI still need to be fully explored. Since we observed that
experienced clinicians benefit most from XAI and inexperienced ones
from plain AI, future research should investigate how experienced
versus inexperienced clinicians interact with an XAI as well as the
effects of erroneous AI predictions.

We observed that clinicians’ confidence significantly increased
withAI support and that XAI support enhanced this effect even further.
A previous study found that clinicians’ confidence did not increase
with AI support1, while another study found an increase in 11.8% of the
cases49. The non-increase in the first study could be attributed to the
fact that the participants were shown uncalibrated confidence scores
of the AI, which is known to be overconfident even when making
incorrect predictions50. Seeing the AI exhibit strong confidence in the
majority of caseswhere itmay have been incorrect or ambiguous likely
prevented an increase in their diagnostic confidence. In contrast, we
presented calibrated confidence scores to the participants, whichmay
have had amore favourable effect on their diagnostic confidence. As a
result, XAI can increase the adoption of AI assistants since it enhances
clinicians’ confidence in their decisions.

We showed that clinicians place more trust in a support system’s
diagnoseswhen the systemexplains the reasoning behind its decisions
in a way that is interpretable. This aligns with the recent survey by
Tonekaboni et al.5 where clinicians emphasised the need for inter-
pretability. Additionally, we showed that the clinicians’ trust in the XAI
was correlated with the overlap between the XAI’s and clinicians’ rea-
soning. However, while this correlation was significant for images
classified as melanoma, we did not observe the same effect for those
classified as nevus. When predicting a nevus, melanoma simulator was
the XAI’s most common explanation, as one ground-truth annotator
selected this explanation for themajority of nevus images.Many of the
participants did not concur with this explanation, which may explain
the lack of overlap-trust correlation for the nevus images. A possible
explanation can be found in the work of Grgić-Hlača et al.51 who

a b c

Fig. 5 | Relationship between clinicians’ trust in AI and overlap in ontological
explanations. a–c Correlation between overlap in reasoning (measured by
Sørensen-Dice similarity coefficient) and trust in XAI for cases where the clinicians’
diagnoses matched those of the XAI (P =0.01, Spearman’s rank correlation, n = 871
images). The left columndepicts the relationship between overlap in reasoning and
trust in XAI for both classes (a), the middle column depicts cases where both the
clinicians and the XAI diagnosed melanoma (P <0.0001, Spearman’s rank correla-
tion, n = 567 images) (b), and the right column represents cases where they both

diagnosed nevus (P =0.01, Spearman’s rank correlation, n = 505 images) (c). Trust is
measuredon a Likert scale (1–10, with 1meaning no trust and 10meaning complete
trust in the AI). Each data point is shifted by a random number between −0.02 and
0.02 on the y-axis and −0.1 and0.1 on the x-axis so that the points can be seenmore
clearly. The light-coloured triangles connected by lines represent the means (cal-
culated on non-shifted values) of each trust value and the transparent bands
represent the 95% bootstrap confidence intervals. Source data are provided as a
Source Data file.
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examined the influence of decision aids on humans in certain general
tasks like age estimation from face images. They found that seeing a
machine decision assistant make errors similar to human errors influ-
ences human advice-taking behaviour and that humans perceive
similar machine assistance as more accurate, useful, and predictable.
When explaining nevus predictions, the XAI made mistakes that
humans wouldn’t make, i.e., the melanoma simulator explanation,
which may account for the lack of correlation in the nevi predictions.
We believe additional research on this topic will be beneficial to fully
understand the factors that influence clinicians’ trust in AI. None-
theless, XAI can increase clinicians’ trust in AI assistance, and as they
are more likely to follow the advice of a system they trust, this can
result in increased adoption.

A limitationofourwork is that, similar to priorworks52, our system
was tested under artificial conditions. Furthermore, in contrast to
common post-hoc XAI methods, which are intended to make the AI’s
inner workings transparent without changing the model itself, we
intentionally guide our system to provide human-like explanations.
This decision comeswith the cost of sacrificing theAI’s potential ability
to recognize patterns that humans do not observe. Nonetheless, we
believe that in safety-critical settings, such as melanoma detection,
providing explanations that users are familiar with and that they can
consequently verify yields a comparably larger benefit. The tight tai-
loring to a domain-specific ontology poses anothermajor limitation of
our work. First, a descriptive framework from which a suitable ontol-
ogy can be created has to have been established for the desired task.
While this is the case for many scenarios in the form of precise diag-
nostic guidelines (e.g., Gleason scoring53,54), it is not always the case.
Secondly, as we have shown, clinicians who are familiar with the
descriptive system benefit disproportionately from the explanations it
provides. This has to be considered in cases such as the dermoscopic
differential diagnosis of melanoma and nevus in which no diagnostic
guidelines exist and, consequently, no common descriptive frame-
work has been established. Finally, if several descriptive frameworks
exist within a domain, such asmetaphoric and descriptive terminology
in dermoscopy39, the choice of one system over the other has the
potential to alienate some users. However, these are issues that are
best addressed by domain-specific measures, such as standardisation,
or close consultation with expert boards when creating an ontology.
Another constraint to consider in our study design is that the effect of
the multimodal XAI can only be attributed to the combination of the
explanation modalities. The additional investigation required to ana-
lyse the effect of the individual components alone would have sig-
nificantly surpassed the study’s scope. Nevertheless, we have a clear
objective to explore the effects of eachunique explanation component
in future work.

Additionally, our work does not deal with the domain shift pro-
blem, i.e., a situation in which the data encountered after deployment
in the clinic is significantly different from the data the AI was trained
on. The performance of our classifier must be extensively verified in
domain shift scenarios, with the addition of unsupervised domain-
adaptation techniques55, such as Adversarial Residual Transfer
Networks56. In the future, we plan to expand on our ground-truth
dataset and include images from multiple clinics, which may improve
the generalizability of our XAI to multiple clinics.

Our work advances the field of human-computer collaboration in
medicine by developing a multimodal XAI that generates human-like
explanations to support its decisions and evaluating its influence on
clinicians. The EU Parliament recommends that future AI algorithm
development should involve continual collaborations between AI
developers and clinical end users8,9. Our XAI design was guided by the
end user perspective and can iteratively be improved with the results
of this study, further clinician feedback, and futureworkonXAI-human
collaboration. The findings of our reader study illustrate the ability of
XAI to enhance clinicians’ diagnostic confidence and furthermore

suggest that it has the potential to increase the likelihood of con-
sidering machine suggestions. The European General Data Protection
Regulation (GDPR) requires that all algorithm-based decisions be
interpretable by the end users4. As our work addresses the current
discrepancy between legal and ethical requirements for transparent
clinical XAI systems and state-of-the-art classifiers, it constitutes an
important first step towards closing the interpretability gap.

Methods
Inclusion and Ethics
Our research complies with all ethics regulations. The study’s ethics
vote is held by the University Clinic Mannheim of the Medical Faculty
of the University of Heidelberg. Informed consent was collected from
all participants. We did not collect any data on sex and gender of the
clinicians participating in our reader study. As compensation, we
offered them the opportunity to be credited as a collaborator of our
work, which we have listed in Supplementary Data 1.

Software and Statistics
Prior todata collection,we registeredourhypotheses and analysisplan
on the Open Science Framework website (https://osf.io/), which may
be accessed under https://osf.io/g3keh. We followed the STARD
guidelines57, whichwe report indetail in Supplementary InformationA.
All code was written in Python (3.9.9). PyTorch (1.10.0), PyTorch
Lightning (1.5.10), Albumentations (1.0.3), NumPy (1.22.2), Pandas
(1.4.0), SciPy (1.8.0), OpenCV (4.5.5), Scikit-learn (1.1.0), Matplotlib
(3.1.1), and Seaborn (0.11.2) were used for image processing, model
development and training, data analysis, and visualisation. All pairwise
significance testing was performed using the two-sided paired t test.
We utilised the Mann‒Whitney U test to determine the significance of
the difference between the trust and confidence scores for high- and
low-confidence AI predictions and the Wilcoxon signed-rank test to
determine the significance of the difference in mean pixel activation
ratios due to the nonnormality of the distributions. To calculate con-
fidence intervals, we utilised the bootstrapping method with
10000 samples and a random seed of 42 each time the confidence
interval was calculated. We set an alpha value of 0.05, and the P values
were adjusted using the Bonferroni method to correct for multiple
comparisons.

Explanatory ontology
To allow for speedy annotation by both our annotating dermatologists
as well as the study participants in phase 1 of the reader study and to
facilitate a streamlined evaluation of the explanations, we created an
ontology containing typical features of melanomas and nevi based on
pattern analysis. We combined well-established features from several
sources33,38,39 and included feedback from the dermatologists partici-
pating in the pilot study (see Supplementary Information B for details)
as well as from the ground-truth annotators. The ontology was first
compiled in German and approved by a panel of board-certified der-
matologists prior to the study. The German-speaking participants of
the three-phase reader study received the original German version of
the ontology. We translated the ontology to English for the interna-
tional study participants. The translation was approved by two board-
certified dermatologists (RB, MLV). All features are listed in Tab. 1.
More details on the ontology can be found in Supplementary
Information C.

Images and annotation procedure
We used the publicly available dataset HAM1000035 for our study,
which contains 10015 dermoscopic images of several skin diseases at
different localisations on the body. The dataset contains images from
both sexes and patient age ranges from 0 to 85 reported in 5-year
intervals. During the construction of the dataset, several images per
lesion were often taken, and occasionally, more than one lesion per
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patient was included. Thus, the number of images is greater than the
number of unique lesions, and the number of unique lesions is greater
than the number of patients. The diagnoses were confirmed by exci-
sion and subsequent pathological evaluation, by panel decision or by
follow-up.

In this study, we used all the biopsy-verified melanoma and nevus
images in the HAM10000 dataset, i.e., a set of n = 3611 images of 1981
unique lesions. We refer to this set of images as the base set in the
remainder of this section. To acquire the necessary annotations for
training the classifier, we asked 14 international board-certified der-
matologists to annotate these 3611 images of biopsy-verified melano-
mas and nevi from the dataset. To prevent any data loss as a result of
misdiagnoses, we provided the ground truth diagnoses to the anno-
tators. With knowledge of the diagnosis of the lesion, the annotating
dermatologists were tasked with explaining the given diagnosis by
selecting the relevant features from the explanatory ontology and by
annotating the image regions of interest (ROIs) corresponding to the
selected features. One dermatologist (SHo) annotated all 3611 images,
while each of the other 13 annotators annotated between 200 and 300
unique lesions such that our dataset contains annotations by at least
two dermatologists per unique lesion. We set the explanatory labels
for an image as the union of the annotator’s explanatory labels, andwe
merged the ROIs according to the information loss of the merged ROI
relative to the original ROIs (full details can be found in Supplementary
Fig. 5 and Supplementary Information D).

We split the base set into a training set, a validation set and a test
set. The test set contained 200 unique lesions with 100 unique mela-
nomas and nevi each. For this, we randomly chose 100 unique mela-
nomas and nevi (with complete information on patient age and sex, as
well as on the localisation of the lesion) from the base set. For the test
set, we kept only one image per lesion; in cases where several images
werepresent for a single lesion,wechose the last image as identifiedby
the image ID. After assigning images to the test set, we proceeded by
removing all images that contained the selected lesions aswell as other
lesions from the samepatients from the base set.We then performed a
random 82:18 split on the unique lesions in the remainder of the base
set to form the training set and the validation set, respectively. Indoing
so, we ensured that all images of lesions that were photographed
multiple times as well as lesions from the same patient were contained
in only one of the sets to avoid leaking information from the training to
the validation set. As a result, our training set contained 2646 images
of 1460 lesions, and the validation set contained 599 images of 321
lesions. Around 22% of the lesions in each set were melanomas, while
78% were nevi.

XAI Development
Classifier design. We developed an AI classifier that is able to explain
itself to clinicians by making use of the well-established visual
characteristics33,38,39 of melanoma and nevi from our explanatory
ontology. Our classifier learns to predict these characteristics from
digitised dermoscopic images and infers the diagnosis ofmelanomaor
nevus from its predictions.

After acquiring the ground-truth annotations from the derma-
tologists, we trained the classifier on the annotations to predict the
lesion characteristics. Utilising the annotations optimises our XAI to be
aligned with dermatologists’ perspective on melanoma diagnosis. We
follow the attention inference architecture introduced by Li et al.40 and
extended by Jalaboi et al.34 Our classifier has two components: a clas-
sification component CompC and a guided attention component
CompA to help localise the relevant features. In CompC, instead of
predicting the diagnosis directly, the classifier predicts the character-
istics fromour ontology.We infer the diagnosis asmelanoma if at least
twomelanoma characteristics are detected; empirically, we found that
this approach leads to the best trade-off between sensitivity and spe-
cificity, and clinically, this approach is similar to the use of the 7-point

checklist38, which also requires at least two melanoma criteria for a
diagnosis of melanoma if used with the commonly used threshold of
three points.

To guide the classifier to learn features used by dermatologists
and create more meaningful explanations, we employ CompA. For
training, we define the loss LA in addition to the regular cross-entropy
loss between the target and the prediction as Eq. 1:

LA =
1
N

XN

i = 1

1� 1
C

XC

c = 1

2Ai,cHi,c

Ai,c +Hi,c

 !
ð1Þ

whereN is the number of samples, C is the number of classes, AC is the
Grad-CAM11 attentionmap generated from the last convolutional layer
of CompA and HC is the ground-truth ROI annotated by the
dermatologists. For images where the ground-truth label of a
characteristic c was 0, i.e., the characteristic was not present in the
lesion, we setHC to be a zero-valuedmatrix of the same size as AC. This
additional loss term was added to the regular cross entropy loss to
yield the following combined loss as defined in Eq. 2:

L= λCLC + λALA ð2Þ

where LC is the cross entropy loss for the characteristics and LA is the
Dice loss between the Grad-CAM heatmaps of the model’s predictions
and the ROIs annotated by the dermatologists. λC and λA are
hyperparameters for assigning weights to the individual components.
For all our experiments, we set λC to 1 and λA to 10. A graphical
illustration of this design can be found in Supplementary Fig. 6.

We opted to use a ResNet50 pretrained on the ImageNet dataset58

as a feature extractor since it has been shown to perform well in skin
lesion classification tasks59. After the feature extraction backbone, we
added a dropout layer and an output layer of one neuron. We used
random sampling to balance the class distribution during training. We
also used several image augmentations to improve generalizability, in
line with the International Skin Imaging Challenge (ISIC) skin cancer
classification challenge winners, who achieved state-of-the-art perfor-
mance on a skin lesion classification task45. Complete details on the
model hyperparameters can be found below.

Additionally, we chose to display the confidence of the classifier
for each prediction. Conventionally, the raw output of the softmax or
sigmoid layer is used as ameasure of confidence; however, this value is
an unreliable measure of confidence and should be calibrated50. To
obtain well-calibrated probabilities, we performed temperature scal-
ing on each output class, which is a simple but effective method for
calibrating neural network outputs to more accurately reflect model
confidence50.

Classifier performance testing. We evaluated the performance of the
classifier on the held-out test set in terms of balanced accuracy. The
sensitivity and specificity of the classifier were determined on the
validation set. For the calculation of the ratio of mean Grad-CAM
attributions within the lesion to those surrounding the lesion, we used
the formula as defined in Eq. 3:

Ratio=
μðGrad � CAMattributionswithinlesionÞ

μðGrad � CAMattributionssurroundinglesionÞ ð3Þ

We determined the regions inside and outside of the lesions using the
HAM10000 segmentation maps2.

For the calculation of overlap between the XAI-predicted expla-
nations and the clinician-selected explanations, we used the Sørensen-
Dice similarity coefficients (DSC), calculated with the numbers of true
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positives (TP), false positives (FP), and false negatives (FN) as in Eq. 4:

DSC =
2TP

2TP + FP + FN
ð4Þ

We also used the DSC for Regions of Interest (ROI) comparisons, this
timecalculated as inEq. 5,wherea andb are the soft imagemasks and ϵ
is a smoothing term:

DSC =
2
Pða � bÞ+ ϵP
a+

P
b+ ϵ

ð5Þ

Design of the explanations. According to the EU Parliament’s
recommendations regarding AI in healthcare, future AI algorithm
development should be based on co-creation, i.e., continual colla-
borations between AI developers and clinical end users8,9. Conse-
quently, we designed our explanation schemewith the consultation of
two board-certified dermatologists (SHo, CNG). The explanation
scheme included both visual and text-based components as well as
assessments of the classification confidence.

The majority of AI explanation approaches are visual, using sal-
iencymaps to emphasise the areas in an image that aremost important
in making predictions. This is most commonly achieved by super-
imposing a rainbow-coloured heatmap onto the image, but other
visualisations are also possible. Heatmap methods were initially cre-
ated with AI developers’ debugging needs in mind, as they allow by
means of their colour gradient for a fine-grained analysis of the
importance of image regions. However, according to the consulting
dermatologists, such heatmaps obscured their view of the lesion so
that they needed to switch back and forth between the explanation
image and the original image without the heatmap. This was deemed
tedious and unsuitable for the diagnostic process. The dermatologists
expressed the need for a clear view of the lesion in the explanation
image, allowing them to quickly determine whether the predicted
features are present in the salient regions. Therefore, we decided to
indicate the most relevant region(s) for the prediction of each feature
by displaying a polygon-shaped ROI over the top 20th percentile
attribution values, as shown in Fig. 2b, based on the guidance of the
consulting dermatologists. Only showing a polygon has the drawback
that fine-grained localisation information within the polygon is lost
and that obtaining ROIs that are neither too precise nor too general
becomes dependent on choosing a suitable threshold. Additionally,
the person seeing the explanation has to interpret the region within
the polygon as the more important region. We experimented with a
slight darkening of the unimportant regions outside of the polygon to
solve this issue. However, we rejected this option for our study design,
as the consultingdermatologists pointedout that it limited their ability
to assess the regions outside of the polygons and, in our test set, all
salient regions were contained inside the polygons. This was also
indicated in the survey for clarity. However, our polygon approach is,
as is, unsuitable for application in the clinic, as different behaviour
must be anticipated, especially in degenerate cases. Nevertheless, we
believe that a medical device using heatmap-based explanations
should offer several interactivemodes anyway.We imagine such a tool
to allow users to switch between heatmap and polygon explanations
and to select different levels of opacity or importance thresholds,
allowing them to intuitively determine which reasons are important
while limiting interference with the visibility of the lesion. Using a
similar scheme as presented in Lucieri et al.23, we also provide a textual
explanation of the characteristics detected in a lesion.

Additionally, in clinical applications, it is essential that the AI
system be able to communicate when its predictions are uncertain60,61.
This allows clinicians to judge when they should trust the AI predic-
tions and when to disregard them. In our study, we presented the
degree of confidence for the detection of each characteristic.

Predictions of characteristics with high confidence were displayed
with the text “strong evidenceof characteristic(s)”while thosewith low
confidence were displayed with the text “some evidence of char-
acteristic(s)”. We say that the classifier is certain when it finds strong
evidence of at least one characteristic (temperature-scaled output
above0.7) and is uncertain otherwise. An exampleof this is provided in
Fig. 2a. This communicates the prediction uncertainty to the derma-
tologist, as the absence of strong evidence of all characteristics indi-
cates that the classifier is not confident. This explanation scheme was
illustrated to the study participants in a tutorial video in phase 3
(https://youtu.be/eWAcaIzXChY). The threshold was set based on
prior research showing an improvement in performance when reject-
ing uncalibrated output scores below 0.762. We note that the prior
work worked with uncalibrated output scores, whereas we use output
scores that have been calibrated by temperature scaling.

The localised explanations in phase 3were createdby showing the
regions of interest for the characteristics the classifier was certain
about (respective outputs above 0.7). If the classifier identified no
characteristic above the certainty threshold, we showed the regions of
interest for the most certain characteristic instead.

Hyperparametersof the classifiers. Except for the number of epochs,
the hyperparameters for both our XAI and the baseline are identical.
The XAI required a greater number of epochs than the baseline
because it had a greater number of target classes. For the attention-
based baseline and the ensemble baseline, we used the same hyper-
parameters as in the original works, which are listed below.

Our XAI. Hyperparameters: backbone=ResNet50, num_epochs=30,
learning_rate=0.0001, optimizer=Adam(epsilon=1e-08), batch_-
size=32, image_size = (224, 224), dropout=0.4, seed=42.

Image augmentations: Transpose (p = 0.2), VerticalFlip (p = 0.5),
HorizontalFlip (p =0.5), ColorJitter (p =0.5), CLAHE (clip_limit = 4.0,
p =0.7), HueSaturationValue (hue_shift_limit = 10, sat_shift_limit = 20,
val_shift_limit = 10, p =0.5), ShiftScaleRotate (shift_limit = 0.1, scale_li-
mit = 0.1, rotate_limit = 15, border_mode = 0, p = 0.85), Resize (ima-
ge_size, image_size), Normalize().

Baseline ResNet50 classifier. Hyperparameters: backbone =
ResNet50, num_epochs = 25, learning_rate = 0.0001, optimizer =
Adam(epsilon = 1e-08), batch_size = 32, image_size = (224, 224), drop-
out=0.4, seed=42.

Image augmentations: Transpose (p = 0.2), VerticalFlip (p = 0.5),
HorizontalFlip (p =0.5), ColorJitter (p = 0.5), CLAHE (clip_limit=4.0,
p =0.7), HueSaturationValue (hue_shift_limit = 10, sat_shift_limit = 20,
val_shift_limit = 10, p =0.5), ShiftScaleRotate (shift_limit = 0.1, scale_li-
mit = 0.1, rotate_limit = 15, border_mode = 0, p =0.85), Resize(ima-
ge_size, image_size), Normalize().

Baseline Attention-based classifier. Hyperparameters: backbone =
InceptionResNetV2, num_epochs=150, learning_rate=0.01, optimizer =
Adam(epsilon = 0.1), batch_size = 50, image_size = (224, 224),
dropout = 0.5, seed = 42.

Image augmentations: rotation_range = 180, width_shift_range =
0.1, height_shift_range = 0.1, zoom_range = 0.1, horizontal_flip = True,
vertical_flip = True, fill_mode=nearest.

Baseline Ensemble classifier. Hyperparameters: The hyperpara-
meters are listed in Table 2.

Image augmentations: Transpose (p = 0.5), VerticalFlip (p = 0.5),
HorizontalFlip (p = 0.5), ColorJitter (p = 0.5), OneOf([MotionBlur
(blur_limit = 5), MedianBlur (blur_limit = 5), GaussianBlur (blur_li-
mit = (3, 5)), GaussNoise(var_limit = (5.0, 30.0))], p = 0.7), OneO-
f([OpticalDistortion(distort_limit = 1.0), GridDistortion(num_steps =
5, distort_limit = 1.), ElasticTransform (alpha = 3)], p = 0.7),
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CLAHE (clip_limit = 4.0, p = 0.7), HueSaturationValue(hue_-
shift_limit=10, sat_shift_limit = 20, val_shift_limit = 10, p = 0.5),
ShiftScaleRotate(shift_limit = 0.1, scale_limit = 0.1, rotate_limit = 15,
border_mode = 0, p = 0.85), Resize (image_size, image_size), Coarse-
Dropout (max_height=int(image_size * 0.375), max_width = int (ima-
ge_size * 0.375), max_holes = 1, p = 0.3), Normalize().

Study design
Our reader study consisted of three parts and took place between July
and December 2022.

Participants. We recruited a total of 120 international clinicians spe-
cialised in dermatology for phase 1, 116 of whom finished the complete
study. The participants were contacted via Email through our colla-
boration network and by using public contact data from the Interna-
tional Society for Dermoscopy website and from university clinic
webpages. We also contacted participants from private clinics.

We excluded the data of participants who entered constant values
for trust, confidence, and/or diagnosis, suchas entering a trust scoreof
7 for all 15 images or a diagnosis of nevus for all 15 images.Weexcluded
imageswhere the participant took less than 7 seconds to complete.We
did not use an upper limit for time taken for exclusion because some
complicated cases could take a long time to annotate. Furthermore,
the participants could pause and resume working later, so a longer
time taken did not necessarily imply insincere work. Imagesmarked as
having insufficient image quality (n = 26) were removed for the parti-
cular participant who indicated the issue, but not for others since the
image quality issues could have been related to monitor settings. As a
result, a varying amount of imageswere evaluated for eachparticipant.
None of the participants met these criteria for exclusion. Participants
who dropped out in phases 2 or 3 were excluded from the study.

Phase 1. Phase 1 of the study took place between July and October
2022. We tasked the clinicians to diagnose 15 lesions from our dataset,
to explain their diagnoses by choosing the relevant characteristics
from our explanatory ontology and to annotate the characteristics in
the given images. Furthermore,we asked the clinicians to indicate their
confidence in their diagnosis. Theparticipantswere informed that they
would be presented with 15 lesions (14 unique and one repeated
image) each and that this phase would take up to 30minutes to
complete based on the experience from our pilot study. The

participants were not informed about the repeated image. The parti-
cipants were asked to complete this task within two weeks.

We randomly divided the participants into 14 groups. Each group
contained roughly 4–6 participants. For each group, we randomly
selected 14 images (7 melanomas and 7 nevi) from our test set (196
images in total, with 98melanomas and 98 nevi) and repeated the third
image in the group (either amelanoma or a nevus) after the 12th image.
The image sets for each groupweremutually exclusive and consisted of
196 unique images (see Supplementary Data 2 for the image IDs used in
each group). The test set was drawn at random from our dataset and
curated to contain only one imageper lesion and one lesion per patient.
All images from the patients contained in the test set were removed
from the training and validation set. We used the repeated image to
measure the variability of results for the same participant, but we did
not exclude any participants from our analysis based on this variability.

We asked the clinicians to diagnose each lesion as a nevus or
melanoma. To reflect the clinical practice of excising lesions that are
not considered to be unequivocally benign and the German derma-
tology guideline to excise specific types of nevi, we offered the diag-
noses “nevus (leave in)”, “nevus (excise),” and “melanoma”. For the
evaluation of clinician accuracy, we treated both options for nevus as a
simple “nevus” diagnosis.

In addition to the diagnosis, we asked the participants to choose
one or more characteristics from the explanatory ontology and to
annotate the corresponding image regions (ROIs). Finally, the clin-
icians were asked to indicate their confidence in their diagnosis on a
Likert scale (1–10, with 1 being least and 10 most confident). The par-
ticipants had the option to indicate issues during the processing of the
survey (i.e., “insufficient image quality”, “no image visible”, “no AI
diagnosis visible”, and “other”, the latter being accompanied by a free
text field).

To conduct this part of the study, we used the web-based anno-
tation tool PlainSight (https://plainsight.ai/). The clinicians received
textual information on the study as well as a video (https://youtu.be/
BJRq4nXZ1Xw) explaining use of the tool, the explanatory ontology,
and annotation of the ROIs with their login details.

3 participants dropped out in this phase leaving 113 participants.

Phase 2. The second phase of our study was conducted in November
2022. In this phase, we included the 113 participants who completed
phase 1 and 7 participants from our pilot study. We asked the partici-
pants who completed phase 1 to diagnose the same lesions they
reviewed in phase 1 with the support of an AI system but did not
explicitly inform them that they had diagnosed the same lesions in the
previous phase. The 7 pilot study participants had not previously
reviewed these lesions asweused adifferent set of images.Weensured
that at least two weeks had passed between finishing phase 1 and
starting phase 2. Again, the participants were asked to complete the
task within two weeks.

The participants were shown the images from phase 1 in the same
order alongside the AI diagnosis of the lesion (“nevus” or “melanoma”)
and asked them to provide their own diagnosis. As in phase 1, they
could choose between “nevus (leave in)”, “nevus (excise)” and “mela-
noma”. The participants were informed of the AI’s sensitivity and
specificity.

As in phase 1, we asked the participants to indicate their con-
fidence in their decisions on a Likert scale (1–10, with 1 being least and
10 beingmost confident). Additionally, we asked them to indicate their
trust in the AI decision on a Likert scale (1–10, with 1 meaning no trust
and 10 meaning complete trust in the AI) in this phase.

They were informed that the assessment would take
10–12minutes to complete. We used the web-based survey tool
LimeSurvey (https://www.limesurvey.org/) to conduct this phase.

3 participants did not complete this phase before the deadline,
resulting in 117 participants.

Table 2 | Hyperparameters of the baseline ensemble classifier

backbone Init_lr epochs image_size dropout

EfficientNetB1 3e-5 18 224, 224 0.5

EfficientNetB4 3e-5 15 224, 224 0.5

EfficientNetB4 3e-5 15 224, 224 0.5

EfficientNetB4 3e-5 15 224, 224 0.5

EfficientNetB4 2e-5 15 224, 224 0.5

EfficientNetB4 3e-5 15 224, 224 0.5

EfficientNetB5 3e-5 15 224, 224 0.5

EfficientNetB5 1.5e-5 15 224, 224 0.5

EfficientNetB5 1.5e-5 15 224, 224 0.5

EfficientNetB5 3e-5 15 224, 224 0.5

EfficientNetB6 3e-5 15 224, 224 0.5

EfficientNetB6 3e-5 15 224, 224 0.5

EfficientNetB6 3e-5 15 224, 224 0.5

EfficientNetB7 3e-5 15 224, 224 0.5

EfficientNetB7 1e-5 15 224, 224 0.5

EfficientNetB7 1e-5 15 224, 224 0.5

SE_ResNext101 3e-5 15 224, 224 0.5

ResNest101 2e-5 15 224, 224 0.5
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Phase 3. The final phase of the study was conducted in December
2022. Again, we ensured that at least two weeks had passed between
the completion of phase 2 and the start of phase 3. In linewith previous
phases, the time given for the task was two weeks.

Of the clinicianswho completed phase 2, thosewhoparticipated in
phase 3 (n = 117) were asked to diagnose the same lesions as in the
previous study phases, this time with the support of an explainable AI.
Again, theywerenot informed that theyhaddiagnosed the same lesions
in the previous phase or that an image had been repeated, but similar to
phase 2, they were informed of the AI’s sensitivity and specificity.

For each feature that was detected with certainty (temperature-
scaled softmaxoutput>0.7), we showeda separate explanation. If theAI
did notdetect any featurewith certainty,we showed the explanation for
the feature with the highest AI confidence. The participants were
informed that theywere receiving explanations for “strong evidence for
feature(s)” or “weak evidence for feature(s)”. The explanations always
followed the same schema: the clinicians were shown the relevant entry
from the ontology as a textual explanation and the location of the
feature based on the highest-influence region(s) of the AI’s Grad-CAM
saliency map (0.7 or higher). An example is shown in Fig. 2a, b.

Similar to phase 2, the participants were asked to indicate their
confidence in their decisions and their trust in the AI decisions. They
had the same diagnosis options and the possibility of indicating issues
that arose during the assessment. As inphase 2, we used LimeSurvey to
conduct this phase and provided the clinicians with a video (https://
youtu.be/eWAcaIzXChY) on how to interpret the AI explanations.With
1 participant dropping out, a total of 116 participants completed this
phase (82 board-certified and 33 resident dermatologists aswell as one
nurse consultant specialised in dermoscopic skin cancer screening).

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The dermoscopic images used to train, validate, and test our classi-
fier are publicly available from the HAM10000 dataset (https://doi.
org/10.1038/sdata.2018.161) and can be accessed here: https://
dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/
DVN/DBW86T. The images used in our work can be filtered by
selecting the images of biopsy-verified melanoma and nevi. We used
ImageNet weights to pretrain our classifier (https://pytorch.org/
vision/stable/models.html). The data generated in our study, which
includes the expert-annotated explanations dataset and the pseu-
donymized reader study data, are accessible on Figshare: https://
figshare.com/s/c7feb070d066a4ccce19. Source data are provided
with this paper.

Code availability
All code used in this project is available on GitHub at https://github.
com/tchanda90/Derma-XAI. This includes the source code for any
custom software, scripts used in the analysis, as well as any data pro-
cessing or visualisation code63.
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