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Abstract 

Breast cancer is one of the most common lethal cancer types in the female population 

globally. It typically begins with abnormal cell growth in the breast glands or milk 

ducts and can spread to other tissues. Many breast cancer cases start with the presence 

of a mass and should be carefully examined. Masses can be monitored using X-ray-

based digital mammography images, including left mediolateral oblique, right 

craniocaudal, left craniocaudal, and right mediolateral oblique views. In this study, 

automatic mass detection and localization were performed on mammography images 

taken from the VinDr-Mammo full-field digital mammography dataset using the 

YOLOv8 deep learning model. Three different scenarios were tested: raw data, data 

with pre-processing to crop breast regions, and data with only mass regions cropped 

to a 1.2x ratio. The data were divided into 80% for training and 10% each for 

validation and testing. The performance results were calculated using metrics such 

as precision, recall, F1-score, mAP, and training graphs. At the end of the study, it is 

demonstrated that the YOLOv8 deep learning model provides successful results in 

mass detection and localization, indicating its potential use as a computer-based 

decision support system. 

 

 
1. Introduction 

 

Today, breast cancer is considered one of the most 

common cancers that threaten the lives of women. 

Breast cancer occurs as a result of uncontrolled 

growth of breast tissue. Approximately 685,000 

women died due to breast cancer in 2020. These 

statistics account for 16% or 1 in every 6 cancer 

deaths in women. Therefore, research and 

development to detect breast cancer early with correct 

diagnosis and treatment is extremely important to 

enhance the survival rate. Many cases of breast cancer 

begin with the presence of a mass in the breast, and 

when a patient presents with suspicion of cancer, 

various methods are carefully employed to examine 

whether a mass exists. Masses can be benign, non-

cancerous, or malignant, indicating a potential for 

cancer. Usually, breast cancer manifests itself with 
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the formation of a mass or masses and can be detected 

in the early stages using different imaging methods 

[1-3]. Mammography is a commonly used X-ray-

based imaging technique for screening and 

diagnosing breast masses. In general, images are 

taken from four different angles and views: Left 

Mediolateral Oblique (LMLO), Right Mediolateral 

Oblique (RMLO), Right Craniocaudal (RCC), and 

Left Craniocaudal (LCC) [4, 5]. Radiologists analyze 

these four views to analyze cancerous and suspicious 

masses. In recent years, the use of deep learning 

methods in breast cancer screening and diagnosis 

using mammography images has made great progress. 

Many studies have shown that artificial intelligence 

systems can reduce the workload of screening 

mammograms. In the literature, artificial intelligence-

based mass detection and breast cancer classification 

studies are still hot topics on which applications are 
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being carried out [6-19]. The data used in the studies 

are generally collected from international databases. 

They are extremely variable regarding image size, 

resolution, number of data, image views, labels, and 

breast density differences [20-23]. Therefore, 

comparisons across studies are entirely relative, but 

the studies performed show promising results for 

early-stage diagnosis of breast cancer. VinDr-

Mammo dataset is a project with richer content than 

the current databases, with four-view mammography 

of each recently released case, high-resolution 

radiology images, different findings labels, different 

breast density values, data observed by several 

radiologists, and other features [24].  You Only Look 

Once (YOLO) deep learning model among object 

detection methods has been popularly used in medical 

and other fields [25, 26]. The algorithm, which is 

updated periodically with different versions, emerges 

with its powerful features compared to other object 

detection algorithms [27-30]. The n, s, m, l, and x 

models with different parameters and network sizes 

of the YOLOv8 model, which is one of the latest 

versions, are available to researchers [31]. In this 

study, the performance of the YOLOv8 algorithm on 

the automatic detection and localization of mass 

regions was investigated by creating datasets in three 

different scenarios from the mass-labeled RCC, LCC, 

RMLO, and LMLO views using the VinDr-Mammo 

[24]. Although the RCC, LCC, RMLO, and LMLO 

views have different directions and pixel density 

values, how the algorithm models perform has been 

investigated. Three different scenarios were prepared 

for this research. Four views were taken as raw data 

in the first scenario, and applications were carried out. 

In the second scenario, a dataset was created by 

removing the black pixel regions in the background as 

much as possible with a pre-processing method 

developed for this study. In the third scenario, a 

dataset was created by cropping the mass-labeled 

regions to a 1.2x ratio, resulting in only the mass 

regions and some surrounding tissues. These 

scenarios aim to investigate how algorithm 

performance will perform on raw and Region of 

Interest (ROI) data. Data were labeled and annotated 

according to the mass coordinate regions given from 

the VinDr-Mammo dataset. Performance criteria 

were calculated by training the data separated as 80% 

training, 10% validation, and 10% testing with the n 

model of YOLOv8. The most important contribution 

of this study, compared to other studies in the 

literature, is that it examines the breast mass detection 

performance in classes created in different scenarios 

in the rich data set mentioned above, without applying 

complex pre-processing methods to the images 

(filtering, adaptive histogram equalization, denoising 

flipping images right or left, histogram equalization, 

etc.). At the same time, it has been observed how the 

algorithm performance is affected as the examined 

region becomes smaller. At the end of the study, the 

advantages and disadvantages of the experiments of 

the proposed systems were discussed. The results 

demonstrate that the YOLOv8 model is suitable for 

computer-based clinical decision support processes as 

it can detect masses on mammography images 

regardless of views and densities. 

 

2. Material and Method 

 

2.1. Data 

 

The VinDr-Mammo dataset used in this study is an 

open-source project developed by Vietnam National 

University and VinBrain AI [24]. Using this data, 

researchers have developed artificial intelligence-

based computer-aided diagnostic systems [32-36]. 

This dataset contains 20,000 images, 5,000 of which 

are four-view (full-field) radiographs (LMLO, LCC, 

RMLO, RCC). Evaluations, findings, and annotation 

information of the images are also given. Images are 

labeled as laterality, view information, image size, 

Breast Imaging Reporting and Data System(BI-

RADS) category, composition information and breast 

density (A, B, C, D), category of findings (skin 

retraction, suspicious lymph node, skin thickening, 

asymmetry, focal asymmetry, suspicious 

calcification, nipple retraction, architectural 

distortion, global asymmetry, mass). BI-RADS is a 

classification system developed by the American 

College of Radiology and used to standardize breast 

imaging results. BI-RADS 0 to 6 categorizes the 

severity of the findings. Generally classified as BI-

RADS-0 additional imaging or further evaluation, BI-

RADS-1 normal, BI-RADS-2 benign, BI-RADS-3 

possibly benign, BI-RADS-4 suspicious malignant 

lesion (between 2% and 95% probability of 

malignancy), BI-RADS-5 high-grade suspicious 

malignant lesion, BI-RADS-6 lesion known to be 

malignant by biopsy [37, 38]. Breast density 

information is divided into four main categories, A, 

B, C, and D, which represent the ratio of fat, 

fibroglandular tissue, and dense tissue in the breast. 

The breast density, which is a relatively easy-to-

detect anomaly and consists of mostly adipose tissue 

with low density, is classified as category A, and the 

breast with a balanced structure between adipose 

tissue and fibroglandular tissue, with medium density, 

is classified as category B. The increase in density, in 

which the detection of anomaly becomes relatively 

more difficult with the increase in the ratio of 

fibroglandular tissue, is classified as category C, and 
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the composition consisting of mostly fibroglandular 

tissue with high density and difficult-to-detect 

anomaly is classified as category D [39]. In this study, 

a dataset with different BI-RADS categories and 

breast density levels labeled with mass was created 

from the VinDr-Mammo dataset. The mass represents 

a lesion or abnormality. 1226 findings are labeled as 

"mass" and the coordinates (Xmin, Ymin, Xmax, 

Ymax) where the mass is located are given in the 

*.CSV file. These findings can be one or more in an 

image. Therefore, there are 1113 mammograms with 

1226 mass findings. Mammograms are recorded in 

Digital Imaging and Communications in Medicine 

(DICOM) format. Therefore, the radiographs were 

converted to high-contrast Portable Network 

Graphics (PNG) format using a DICOM viewer. The 

coordinate information given by VinDr-Mammo was 

converted to YOLO format and checked in the 

browser-based “makesense” labeling program. These 

images have dimensions of 2800x3518 and a depth of 

8 bits. Mass labeled dataset has different BI-RADS 

categories, different views, and breast density. In 

Figure 1, a patient's RCC, RMLO, LCC, and LMLO 

image is given. While the mass is seen in RCC and 

RMLO views, there is no finding in LCC and LMLO 

images. Table 1 shows the distribution label of the 

data used in the study regarding BI-RADS category, 

density, and view. 

 
                          (a)                                         (b) 

 

 
         (c)                                       (d) 

Figure 1. (a) RCC (b) LCC (c) RMLO (d) LMLO views 

of a case 

Table 1. The distribution of the data used in the study in 

terms of BI-RADS category, density, and view 

(According to the distribution of findings ) 

BI-RADS 
3 4 5  -  

530 481 215  - 

Density 
A B C D 

5 153 998 70 

View 
LCC RCC LMLO RMLO 

310 267 343 306 

 

2.2. Image Pre-processing and ROI Extraction 

 

All mammography images were pre-processed for the 

second and third scenarios. In the second scenario, a 

pre-processing method was presented to remove as 

much of the breast area as possible. Thus, the breast 

regions in the entire image were automatically 

cropped. In the third scenario, ROIs were cropped to 

sizes with dimensions that changed by 1.2 times, 

according to the bounding box coordinates provided 

in the VinDrMammo dataset. First of all, high-

resolution mammography images with DICOM 

extension were converted to PNG format for all 

scenarios. For the second scenario (ROI1), an 

automated pre-processing pipeline was developed 

that only takes the breast area, as the mammography 

images have the text and a lot of black pixel 

backgrounds. Images were recorded in 3 channels. 

Therefore, conversion from color image to gray level 

was performed. Binarization was applied by finding 

the adaptive threshold value specific to the image with 

the OTSU thresholding method [40]. The holes in the 

object were filled and the binary regions with 50-pixel 

clusters were removed from the image. By finding the 

pixel areas of independent objects, the index of the 

object with the highest pixel area was obtained. Since 

the largest object with this index was the breast 

region, the smallest bounding box coordinates 

surrounding this region were saved. The largest object 

corresponding to these coordinates in the original 

image was cropped and saved as a new image. In 

order not to lose the mass region coordinates given in 

VinDr-Mammo, resize was not performed. This 

developed pipeline was looped and all images were 

cropped automatically. The developed pipeline is 

given in Figure 2 as a flow chart. Figure 3 pre-

processing steps are given visually on mammography 

images. For the third scenario (ROI2), considering the 

bounding boxes in the VinDrMammo dataset, the 

relevant region of each image was cropped by a 1.2x 

ratio (This expression is not the zoom of the image, 

but how much the relevant coordinate points are 

expanded when cropping the ROI boundaries). As a 
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result, a new dataset was created with the truncated 

ROIs by enlarging the bounding box 1.2 times. The 

new coordinate values were calculated according to 

the original image and saved in YOLO format. The 

goal of the approach here is to calculate how the 

performance of the algorithm may change as the ROI 

region becomes smaller. Figure 4 shows the cropping 

of a mass ROI. 

 

Figure 2. Pipeline developed to crop the breast area 

 

 

2.3. YOLOv8 Network Settings 

The YOLOv8 deep learning model was preferred for 

breast mass detection because it is one of the newest 

versions of the YOLO family. During the training 

stage, a high-performance computing environment 

was obtained by purchasing the Google Colab Pro 

version. The training process was carried out using 

the YOLOv8 model with the GPU and Tesla T4 

graphics processing unit provided by Google Colab 

Pro. Model hyperparameters were set to epoch 600, 

optimization algorithm Stochastic Gradient Descent, 

mini-batch size 16. Other hyperparameters were left 

as default. The n model of YOLOv8 was downloaded 

from the Ultralytics repository, and transfer learning 

and fine-tuning operations were carried out. This 

model was a pre-trained network with 80 classes of 

output, normally trained with the COCO dataset. The 

classes in the "coco.yaml" file were deleted and 

replaced with the name "mass" to give a single class 

output. The data for the three scenarios were divided 

into 80% training, 10% validation and 10% testing. 

The bounding box in YOLO format and data were 

uploaded to the COLAB platform and the training 

process was started. 

2.4. Performance Evaluation Metrics 

Performance evaluation metrics were examined in 

two stages: training and testing. IoU (Intersection 

over Union) value is taken into account in the 

performance criteria during the training stage. This 

metric is a measure of how much the annotated region 

overlaps with the bounding box obtained by the 

algorithm. For IoU, 50% overlap is the critical limit. 

If the overlap is largely achieved, True Positive (TP), 

False Positive (FP), and False Negative (FN) values 

are calculated. Using these values, precision 

(Equation 1), recall (Equation 2), and F1-score 

(Equation 3) values of the training phase are obtained. 

Another metric for the training process is mAP (mean 

Average Precision). This value is calculated after 

determining the average precision (AP) value for each 

class. The AP value is the area under the precision-

recall graph of the classes. mAP is the average of the 

AP values of all classes. The mAP .5 value represents 

the performance when the IoU is 50%. mAP .5: .95 is 

the average of the IoU threshold from 50% to 95% by 

calculating one by one with a step size of 0.05. The 

higher the AP and mAP values, the more successful 

the training. By using the weight file obtained as a 

result of the training, the detection, and localization of 

the masses were performed in test images. By 

evaluating these data, TP, FP, and FN values were 

calculated, and precision (Equation 1), recall  

 

https://github.com/ultralytics/ultralytics
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                          (a)                                               (b)                                              (c)                                             (d) 

 

               (e)                                              (f) 

Figure 3. (a) Original mammography converted to gray level (b) OTSU Threshold and Binarization (c) Filling holes and 

removing 50-pixel areas (d) Finding maximum area, indexing and finding bounding box coordinates (e) Cropping using 

bounding box coordinates (f) Cropped mammography 

 

 

   

(a)                                                 (b) 

 

 

Figure 4. (a) Original Mammography (b) Cropped Mass Region 
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(Equation 2), F1-score (Equation 3) values and test 

performance were evaluated. 

TP
precision

TP FP



                          (1)                       

                                                                                                                                                    

TP
recall

TP FN



                                               (2)

                                                                                                                     

*
1 2*

Precision Recall
F score

Precision Recall
 


                   (3)

                                                                                           
3. Results and Discussion 

3.1. Training and Testing Results 

Training results for three scenarios are given in Table 

2, and test results are given in Table 3. Figure 5 shows 

training graphs for different metrics by epoch 

progression for the three scenarios. When Table 2 was 

examined, it was observed that the values of training 

performance evaluation metrics increased as the 

evaluated region became smaller. Although 600 

epochs of hyperparameter input were given for each 

scenario, the training was stopped by performing an 

early stopping operation on the system at the 88th 

epoch for raw data, the 71st epoch for ROI1, and the 

102nd epoch for ROI2. This process was performed 

automatically by the system when there was no 

significant change in the last epochs. Thus, it reduced 

the training time. The pre-processing performed for 

ROI2 generally increased the performance values. 

Since mAP values were above the determined 

threshold values, it showed that the detection process 

was successful. It was observed that the graphical 

progress given in Figure 5 approaches zero for loss 

graphs and approaches one value for other metrics, 

indicating that the training process was progressing at 

appropriate values. The test results given in Table 3 

were calculated by comparing the detection 

operations performed on mammography images with 

the ground truth labels. The precision value was 

obtained as 95.7% for raw data, 97.9% for ROI1, and 

100% for ROI2. It has been determined that the mass 

regions detected by the model are largely accurate and 

that models trained by pre-processing increase the 

precision results. Recall value was obtained as 78.8% 

for raw data, 82.4% for ROI1, and 100% for ROI3. 

This metric shows how much of the mass regions the 

algorithm needs to detect. Thus, the results proved 

that as the ROI size decreased, the amount of FN 

decreased and therefore the recall value increased. 

 

3.2. Visual Results 

Detection and localization of mass on six test raw 

mammography images at different views in Figure 6, 

detection and localization of mass on six test ROI1 

(Breast Region) mammography images at different 

views in Figure 7, detection of masses on eight ROI2 

(Mass Region) mammography patches in Figure 8 are 

given as sample images from the visual results. 

 

 
 

Table 2. Training Results 

Scenario Precision Recall F1-Score  mAP.5  mAP.5:.95 Training Time Epoch 

Raw Data  64.5 63.4 63.9  65.6 40.4 1.72 h 88/600 

ROI1(Breast Region) 73.0 62.6 67.4 69.4 41.0 0.74 h 71/600 

ROI2(Mass Region) 100 100  100 99.5 99.5 0.62 h 102/600 

Table 3. Testing Results 

Scenario TP FP  FN Precision  Recall  F1-Score  

Raw Data  90 4 24 95.7 78.8 86.4 

ROI1(Breast Region) 94 2 20 97.9 82.4 89.4 

ROI2(Mass Region) 114 0 0 100.0 100.0 100.0 
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(a) 

 

(b) 

 

(c) 

Figure 5. Training and validation graphs according to epoch progress (a) Raw data (b) ROI1 data (c) ROI2 data 
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Figure 6. Visual results of mass detection on six raw test images 

 

 

Figure 7. Visual results of mass detection on six ROI1 test images 
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Figure 8. Visual results of mass detection on eight ROI2 test images 

3.3. Discussion 

Automated mass detection and classification of 

mammography images, usually using open-source 

datasets and sometimes privately collected datasets, is 

a hot topic studied in the literature [6-19]. The Digital 

Database for Screening Mammography (DDSM) 

dataset, the Mammographic Image Analysis Society 

Digital Mammogram Database (MIAS), and the 

INbreast dataset have been popularly used for years. 

It is stated that the low-resolution images in MIAS, 

one of the oldest databases, cause inaccurate training 

and performance. DDSM, which has low 

mammography quality and pixel-level contour labels, 

is not sensitive enough for segmentation and 

classification processes. Although the INBreast 

dataset releases high-resolution full-field digital 

mammography, the number of data is low [20-23]. 

The VinDr-Mammo dataset is a relatively new study 

and consists of 5000 cases and contains 20000  high-

resolution images, each with four views. Laterality, 

size, view status, BI-RADS category, and breast 

density category information of the images are shared 

with researchers as finding annotations. The data 

were independently reviewed twice, and in case of 

discrepancy, they were evaluated by a third 

radiologist. The VinDrMammo dataset contains the 

symptoms and label information for skin retraction, 

suspicious lymph nodes, skin thickening, asymmetry, 

focal asymmetry, suspicious calcification, nipple 

retraction, architectural distortion, global asymmetry, 

and mass. Therefore, it has a richer structure than 

other databases, as it includes the number of data, the 

number of symptoms, finding annotation, and high-

resolution images [24]. While many applications are 

using other databases, the number of studies 

conducted with VinDrMammo is relatively low [34, 

35, 41-44]. Some studies using the VinDr-Mammo 

dataset applied the YOLO algorithm as a pre-

processing tool to crop only the breast region from the 

image [35, 44]. There is one study that automatically 

detects the mass area from VinDr mammograms 

using YOLO [34]. Mahoro and Akhloufi determined 

the mass regions with YOLOv7 and YOLOv8 with 

different pre-processing, resize processes, and data 

augmentation, using 1029 labeled data from the 

VinDr Mammo dataset. Different pre-processing 

techniques were performed on mammograms with 

bilateral filter, median filter, and contrast-limited 

adaptive histogram equalization (CLAHE). Images 

resized to 640x640 pixels and converted to JPG 

format in DICOM were divided into 75% train, 22% 

validation, and 3% test. Data augmentation was 

performed during training with different 

transformations. In experiments conducted with 

CLAHE, median filter, bilateral filter, and raw data, 

the mAP values obtained for YOLOv7 were 0.51, 

0.53, 0.42, 0.44, and for YOLOv8 were 0.61, 0.65, 

0.61, 0.64, respectively (IoU=0.5). In the study, in 

which no pre-processing was performed to determine 

the area of interest of the breast region, the results 

were evaluated only on mAP, and the precision, 

recall, and F1-score values of the test results were not 

given. It has been stated that YOLOv8, which is a 

state-of-the-art model, gives better results in terms of 
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model architecture, speed, accuracy, and detection of 

small objects compared to YOLOv7. YOLOv8, one 

of the latest versions of the YOLO family, has a lot of 

new features provided to researchers by Ultralytics 

and offers a user-friendly GitHub repo. The Pytorch-

based algorithm uses a dynamic head network 

strategy to increase its speed and accuracy compared 

to its competitors. Many studies have shown that 

YOLOv8 gives better results in terms of performance 

evaluation metrics than YOLOv7 [31, 45, 46]. In this 

study, mass areas were automatically detected with 

the YOLOv8 algorithm in three different scenarios 

using high-resolution mammography images. 

DICOM images were saved in PNG format to achieve 

high contrast. No filters or resizing were applied to  

mammograms, thus reducing the computational cost. 

Using the same set of hyperparameters, the 

experiments produced the following precision, recall, 

and F1-score values for the test data: 95.7%, 78.8%, 

and 86.4% for raw data, 97.9%, 82.4%, and 89.4% for 

ROI1, and 100%, 100%, and 100% for ROI3. One of 

the most significant advantages of this study was the 

ability to capture high-contrast images from 

mammography without applying any complex filters. 

The second advantage was the examination of the 

impact of the detection process when experiments 

were conducted with ROIs. As seen in Table 2 and 

Table 3, the success rates of performance metrics 

increased as processing was performed with ROIs 

compared to raw data.  

 

 

       
(a)                                                                                             (b) 

 

                
                                                                                                                (c) 

 

Figure 9. (a) Mosaic data augmentation for raw data (b) Mosaic data augmentation for ROI1 (c) Mosaic data 

augmentation for ROI2
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In Figure 5, the training conducted with ROIs was 

shown to be more successful. While performance 

criteria may vary, as demonstrated in Figure 6, Figure 

7, and Figure 8, the detection and localization of mass 

regions can be accurately determined. It has been 

determined that the performance evaluation results 

have increased with the developed automatic 

background subtraction pre-processing method. 

100% success was achieved in the detection processes 

with ROI2 regions that were cropped by 1.2x. The 

third advantage was that, as seen in the data 

distribution provided in Table 1, high detection 

results were achieved despite the complex 

distribution of factors such as different BI-RADS, 

breast density, and views. One of the notable findings 

was that as the background, which did not contain 

meaningful information in the image, was removed, 

the accuracy results increased, demonstrating that 

higher results can be achieved with patch-based 

approaches. This may be due to the automatic mosaic 

data augmentation process implemented during the 

training of the YOLOv8 algorithm. This process was 

automatically carried out at the algorithm's input. 

During the training process, YOLOv8 was provided 

with images in mini-batches of 16. The training batch 

was designed as a mosaic through various scaling, 

resizing, and cropping operations. When examining 

the mosaic form in Figure 9a, it was evident that there 

were many black regions in the raw image, which 

negatively affected the algorithm's performance. As 

shown in Figure 9b, even with pre-processing, there 

were relatively black areas left due to the structure of 

the breast, which did not entirely cover the bounding 

box of the breast as a whole. In Figure 9c, the mosaic 

data augmentation form of the patch-based approach 

with 16 batches is demonstrated. Here, having only 

breast tissue and no black pixel background regions 

has positively influenced the performance metrics. As 

a result of such training, a precision and recall value 

of 100% was achieved on test data, and the algorithm 

detected mass in all patches. Another significant 

finding highlighted by this study was how patch-

based approaches significantly improve results and 

the necessity of breaking down the image into as 

small patches as possible without background for 

detection processes. The limitation of this study is the 

irregularity in the distributions in the BI-RADS, 

density, and view categories in the data set. Having an 

equal number of examples in these categories can 

increase the results of performance evaluation 

metrics. However, since the VinDr-Mammo dataset 

was used as a benchmark, this study was performed 

according to the procedures shared in the database. 

 

4. Conclusion and Suggestions 

In this study, breast mass detection was performed in 

different scenarios using the VinDr-Mammo full-field 

digital mammography dataset and a deep-learning 

model. The results demonstrate that the deep learning 

model provides successful results in the detection and 

localization of masses in breast cancer. In future 

studies, applications for the detection of other 

anomalies in mammograms will be explored. AI 

methods have gained popularity in recent years for the 

detection, localization, grading, segmentation, and 

classification of anomalies in medical images. 

Therefore, the automated analysis of anomalies in 

medical images, presenting preliminary findings to 

doctors, is expected to be advanced software used in 

the future. The applications conducted in this study, 

which automatically identify and localize breast 

masses related to breast cancer, have the potential to 

be used as a computer-based decision support system, 

aiding doctors in the diagnostic process. 
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